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Abstract

Purpose – This paper aims to survey the credit scoring literature in the past 41 years (1976-2017) and presents a research agenda that addresses the challenges and opportunities Big Data bring to credit scoring.

Design/methodology/approach – Content analysis methodology is used to analyze 258 peer-reviewed academic papers from 147 journals from two comprehensive academic research databases to identify their research themes and detect trends and changes in the credit scoring literature according to content characteristics.

Findings – The authors find that credit scoring is going through a quantitative transformation, where data-centric underwriting approaches, usage of non-traditional data sources in credit scoring and their regulatory aspects are the upcoming avenues for further research.

Practical implications – The paper’s findings highlight the perils and benefits of using Big Data in credit scoring algorithms for corporates, governments and non-profit actors who develop and use new technologies in credit scoring.

Originality/value – This paper presents greater insight on how Big Data challenges traditional credit scoring models and addresses the need to develop new credit models that identify new and secure data sources and convert them to useful insights that are in compliance with regulations.
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1. Introduction
Credit scoring helps lenders evaluate the potential risk of new customers and also assess future behavior of existing customers by using statistical models to transform relevant data into numerical measures that guide credit decisions (Abdou and Pointon, 2011). Credit scoring traditionally relies on consumers’ financial history to generate a credit score, which indicates the borrowers’ credit risk[1]. However, Big Data is bringing disruptive change to credit scoring. Campbell-Verduyn et al. (2017) discuss that Big Data is penetrating to financial services industry via credit bureaus and fintechs, who are using Big Data in their algorithms[2].

Big Data is initially defined as information assets with “3Vs”: “high-volume, high velocity and high-variety”, which stress the importance of the volume of the data, the speed it is collected, stored, analyzed and the diversity of data sources in generating insights for better decision-making. This definition is then extended to include two additional V’s veracity, referring to the quality of the data and value referring to the usefulness of the data (Laney, 2001; Frizzo-Barker et al., 2016). At the age of Big Data “relevant data”, once defined mainly as the payment history of borrowers, is now extended to include data from social networks (Wei et al., 2016; Ge et al., 2017) and data from mobile phones and digital footprints.
of users from smart apps (Jenkins, 2014; Dwoskin, 2015; Lohr, 2015)[3]. In fact, Wei et al. (2016) and Kshetri (2016) show that Big Data enables creditworthiness assessment of potential borrowers with limited financial history and thereby increases access to financial services, particularly for low-income borrowers and micro-enterprises.

Yet, usage of Big Data and associated algorithms raise concerns on the enforcement and adequacy of regulations that aim to prevent discriminatory scoring to protect consumers’ rights to question their scores and consumers’ privacy via regulations such as US Fair Credit Reporting Act, Equal Credit Opportunity Act, Fair and Accurate Credit Transactions Act (2003) and Privacy Guidelines of Organisation for Economic Co-operation and Development (OECD) (Campbell-Verduyn et al., 2017). These algorithms are criticized for being “black boxes” due to their opacity for producing arbitrary results and for furthering discrimination (Citron and Pasquale, 2014). Big Data also poses challenges to privacy and security of personal information as revealed by the recent Equifax data breach, where approximately 143 million Americans’ personal data were stolen by hackers. In a recent statement Senator Mark Warner, the Senate Cybersecurity Caucus co-founder, called the breach “a real threat to the economic security of Americans” and mentioned the need to rethink data protection policies (Mathews, 2017).

The interplay between finance, technology and regulation is not new. The development of information and communication technologies has contributed to financial innovation and globalization of financial services, accompanied with deregulations and re-regulations over time (Cerny, 1994). In fact, Perez (2009, 2013) discuss that technology revolutions create major technology bubbles during the transition to the new paradigm. However, once the bubble collapses, a golden age could be unleashed if the financial system is restructured accordingly and institutional governance and regulations are adequately developed. Big Data is now revolutionizing how financial services, particularly credit scoring, are created and delivered. The very actors harnessing these new credit scoring technologies that use Big Data are banks, credit bureaus, fintech companies and other non-bank financial service providers such as telecom companies. While Big Data may enable these actors to develop more accurate algorithms to assess creditworthiness, predict failure and develop tailored pricing and products/services, it, at the same time, brings challenges regarding data privacy and security as in the example of Equifax. However, there is a research-practice gap as the academic research in this field is scarce. Accordingly, our study is motivated by the on-going developments regarding new data sources, technologies and regulations in the credit scoring field.

Our objective is to gain a better understanding of the main themes of credit scoring as they relate to technological change and associated regulations over time. Accordingly, we conducted a content analysis of “credit scoring” across Proquest and Emerald research databases over the past 41 years (1976-2017). Content analysis is a systematic review of literature to make valid inferences about texts for knowledge building (Weber, 1990; Finfgeld-Connett, 2014). Accordingly, we reviewed 258 articles that appeared in peer-reviewed 147 different academic journals from 1976 to 2017, ranging from law journals to financial services, computer engineering and operations research journals. Our main research questions are:

RQ1. What are the main research themes in credit scoring literature?

RQ2. What is the direction and progression of credit scoring themes over time?

RQ3. What is the relative proportion of application, behavior and other scoring types?

RQ4. What types of statistical techniques and models are used in credit scoring?
RQ5. Which countries are represented by the research?

RQ6. In which journals these research studies appear most frequently?

We find that credit scoring literature has evolved around six main themes, which are:

1. statistical techniques and classification accuracy;
2. new determinants in credit scoring;
3. credit scoring technology adoption;
4. review of credit scoring;
5. regulation in credit scoring, and
6. credit scoring in a different domain.

The most studied themes are “statistical techniques and classification accuracy” and “new determinants in credit scoring” triggered by the development of algorithms over years, advancements in computational capabilities and new data sources, particularly recently Big Data. While research on these themes continues to increase at a significant pace, we also observe an increase in regulation studies that elaborate on the protection of consumer rights, data privacy and security given the underlying changes Big Data invoke in how data are collected, stored and used in scoring. The rule of thumb model is still the logistic regression in single model studies, while more advanced machine learning models such as support vector machine, neural networks, genetic algorithms and heterogeneous assemblers are studied as either hybrid models or in benchmark models. While majority of the studies develop application scoring mainly using samples from developed economies, a new stream of research focuses on usage of Big Data for increasing access to credit in developing and emerging economies. Finally, credit scoring research appears majorly in operations research journals, followed by finance journals.

Leyshon and Thrift (1999) discuss that development of information technologies has transformed lending industry via the advent of credit scoring. Our research shows that lending industry is going through another transformation. This time credit scoring methodologies are evolving, and data sources are changing, led with the advent of Big Data. However, these non-traditional data sources, data-centric underwriting approaches and their regulatory aspects are addressed by only a handful of studies suggesting that they are the up-coming avenues for further research. This paper is organized as follows: Section 2 presents the research methodology, Section 3 provides the main findings and Section 4 discusses and concludes.

2. Research methodology

2.1 Content analysis

Academic journals are mediums of information dissemination and sharing between academia and business world. In this context, investigating the published research articles on a given topic, one can analyze the trends and changes in that area and detect further research gaps. Accordingly, this paper uses content analysis methodology to study the evolution of credit scoring by examining the articles published in academic peer-reviewed journals over a 41-year period.

“Content analysis is a research method that uses a set of procedures to make valid inferences from the text” in an objective and systematic way (Weber, 1990). The content analysis starts with the identification of the texts and selection of the sample. In the second stage, the unit of analysis is specified, after which theme categories and category schemes are determined by coders in the third stage. In the fourth stage, final categories are selected.
by judges, who code theme of each article according to category schemes. Finally, reliability analysis is conducted to assess the agreement level of the judges.

2.1.1 Selecting sample. To review the direction and progression of the credit scoring over time, this study searched for peer-reviewed articles in academic journals on ProQuest and Emerald Research Databases. Both databases provide an extensive coverage of academic journals from different disciplines, including business, computer engineering and law journals (Table I). The databases are searched for published, peer-reviewed, English-language research articles from 1976 to 2017, which included “credit scoring”, “financial scoring”, “consumer scoring” or “digital scoring” in its title or its abstract.

According to these aforementioned criteria, 299 articles without duplicates are obtained from ProQuest Research Database and 36 articles without duplicates are obtained from Emerald Research Database. After dropping 24 of the articles that are in both databases, 311 articles are reviewed for content analysis. In total, 35 articles, which are editorial comments, book reviews, discussions, critique articles and articles that are not related with credit scoring, and 18 articles, whose full-text could not be reached via library facilities, are excluded from the sample. Accordingly, our final data set included 258 articles collected from 147 different academic journals published over the past 41 years.

2.2 Specifying the unit of analysis
One of the most fundamental and important decisions in content analysis is the choice of the basic unit of analysis for the classification to have semantic validity (Weber, 1990). According to Weber (1990), some commonly used units of analysis for content analysis are “word”, “word sense”, “sentence”, “theme”, “paragraph” and “whole text”. In this study, the “theme” of articles is chosen as the main unit of analysis. Accordingly, titles and abstracts of all articles were reviewed to determine what was studied in them; the “theme” of the articles. They were categorized to identify main research themes and analyze their development over years, across journals/disciplines and with respect to scorecard type, statistical techniques used and data sources.

2.3 Determining the category scheme
For categorization of specific unit of analyses like research methodology, data source is often relatively straightforward; on the contrary, a more interpretive approach needs to be taken during the process of categorizing the purpose of the study. The researchers reviewed the articles and identified 15 research themes from 258 articles. Then, two coders, both PhD students at the Department of Management Information Systems, were trained to analyze the articles and code them into specific themes.

<table>
<thead>
<tr>
<th>Database</th>
<th>Scopes</th>
</tr>
</thead>
<tbody>
<tr>
<td>ProQuest central</td>
<td>ProQuest Central is a multi-disciplinary database that provides a single source for scholarly journals, news, expert reports, working papers, thesis and datasets along with millions of pages of digitized historical primary sources. Its coverage includes but is not limited to ABI/Inform Collection and databases such as Computing, Political Science, Telecommunications, and Social Sciences databases</td>
</tr>
<tr>
<td>Emerald</td>
<td>Emerald provides access to a portfolio of more than 170,000 peer-reviewed articles from more than 300 journals, more than 2,500 books and over 1,500 teaching cases from a diverse range of management disciplines such as finance, business strategy, information and knowledge management</td>
</tr>
</tbody>
</table>

**Source:** Based on our investigation in ProQuest and Emerald Databases

---

Table I.

Academic research databases and scopes
these themes according to their scope. Both coders independently classified these themes into broader categories and came up with three and five categories. As a result, eight categories were collected from the coders.

2.4 Selection of final categories
In this stage, researchers evaluated all the categories in the previous stage and developed mutually exclusive and exhaustive final list of six main themes which are listed in theme categories:

1. Statistical techniques and classification accuracy.
2. New determinants in credit scoring.
3. Credit scoring technology adoption.
4. Review of credit scoring.
5. Regulation in credit scoring.
6. Credit scoring in a different domain.

The description of the themes is as follows:
- “Statistical techniques and classification accuracy” theme contains articles that evaluate different statistical techniques to increase the accuracy of classification.
- “New determinants in credit scoring” theme contains articles about assessment of creditworthiness with additional targets, and new variables.
- “Credit scoring technology adoption” theme includes articles about antecedents and consequences of credit scoring technology adoption.
- “Review of credit scoring” theme includes articles about credit scoring literature reviews.
- “Regulation in credit scoring” theme includes articles about impact of regulation or policy changes on credit scoring.
- “Credit scoring in a different domain” theme includes articles about implementing credit scoring approach into a different area.

2.5 Reliability analysis
In this section, the aforementioned 15 themes are placed under six categories. Three judges with PhD degrees in marketing and finance assigned each of 15 themes to the category that fits best to its content. Each article received one theme code, which represented the primary research theme of the article. Pairwise agreement between the judges is shown in Table II.

According to Zimmer and Golden (1988), the probability by chance alone of two judges assigning themes to same category is calculated by the following equation:

<table>
<thead>
<tr>
<th>Judges</th>
<th>No. of matching (out of 15)</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A and B</td>
<td>12</td>
<td>80.00</td>
</tr>
<tr>
<td>A and C</td>
<td>12</td>
<td>80.00</td>
</tr>
<tr>
<td>B and C</td>
<td>13</td>
<td>86.67</td>
</tr>
</tbody>
</table>
\[
P(k \text{ successes}) = \frac{N!}{k! \times (N-k)!} \times \left\{ p^k \times (1-p)^{N-k} \right\}
\]

Here, \( N \) is number of themes, \( k \) is number of matches between the judges and \( p \) is the probability that two judges will assign a theme to the same category by chance.

This equation is applied for each pairwise agreement and the probabilities of 13 and 12 agreements due to chance are represented as follows:

**Judges A and B**

\[
P(12) = \frac{15!}{12! \times (15-12)!} \times \left\{ \left( \frac{1}{6} \right)^{12} \times \left( 1 - \frac{1}{6} \right)^{15-12} \right\} = 1.210 \times 10^{-7}
\]

**Judges A and C**

\[
P(12) = \frac{15!}{12! \times (15-12)!} \times \left\{ \left( \frac{1}{6} \right)^{12} \times \left( 1 - \frac{1}{6} \right)^{15-12} \right\} = 1.210 \times 10^{-7}
\]

**Judges B and C**

\[
P(13) = \frac{15!}{13! \times (15-13)!} \times \left\{ \left( \frac{1}{6} \right)^{13} \times \left( 1 - \frac{1}{6} \right)^{15-13} \right\} = 5.583 \times 10^{-9}
\]

A z-score is calculated for the probability of obtaining 12 matches, the lowest match, by using the equation mentioned below:

\[
z = \frac{k - E_k}{\sqrt{np(1-p)}} \text{ where } E_k \text{ is expected number of matches.}
\]

Substituting values for judges B and C:

\[
z = \frac{12 - (15 \times (1/6))}{\sqrt{15 \times (1/6) \times (5/6)}} = 6.5818
\]

As a z-score of 2.33 corresponds to an alpha of 0.01, the probability that 12 themes or more would be assigned to the same categories by chance is very low. Accordingly, all pairwise matches are significant at the 1 per cent level.

However, as there are a few number of categories, the possibility for random agreement increases. To increase the robustness of this study, Cohen’s \( \kappa \) is calculated following the approach of Grayson and Rust (2001):

\[
K = \frac{p_a - p_c}{1 - p_c}
\]
where $P_a$ is the proportion of agreed on judgments ($P_a = n_{11} + n_{22} + \ldots + n_{77}/n_{++}$); $P_c$ is the proportion of agreements one would expect by chance ($P_c = e_{11} + e_{22} + \ldots + e_{77}/n_{++}$); and $e_{ii} = (n_{ii}/n_{++}) \times (n_{++}/n_{++}) \times n_{++}$. 

Given the six categories, 15 themes and three independent judges of this study, Cohen’s $\kappa$ is calculated as follows:

| Judges A and B | Cohen's $\kappa = \frac{0.80 - 0.2622}{1 - 0.2622} = 0.7289$ |
| Judges A and C | Cohen's $\kappa = \frac{0.80 - 0.28}{1 - 0.28} = 0.7222$ |
| Judges B and C | Cohen's $\kappa = \frac{0.8667 - 0.28}{1 - 0.28} = 0.8148$ |

While a Cohen’s $\kappa$ score of 1 indicates perfect agreement, we find substantial agreement between our pair of judges. Cohen's $\kappa$ results (Landis and Koch, 1977) show how to interpret Kappa results:

- $<0$  Less than chance agreement.
- 0.01-0.20  Slight agreement.
- 0.21-0.40  Fair agreement.
- 0.41-0.60  Moderate agreement.
- 0.61-0.80  Substantial agreement.
- 0.81-0.99  Almost perfect agreement.

### 3. Research findings

#### 3.1 Publication year

Credit scoring literature dates back to 1976. Due to 41 years of credit scoring research, we present our analysis in mainly four publication eras: pre 2000s, early 2000s from 2000 to 2004, late 2000s from 2005 to 2009 and post 2010. The distribution of 258 articles according to publication eras is presented in Table III. Of the 258 articles, 23 were published before 2000 and 34 were published in early 2000s. There has been a significant increase in late 2000s, which includes the 2008-2009 crises. In this period, number of credit scoring publications has increased almost twofold to 60 papers. Credit scoring research has continued its accelerated growth in the aftermath of crisis and reached to 141 articles in the

<table>
<thead>
<tr>
<th>Year</th>
<th>No. of articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre 2000</td>
<td>23</td>
</tr>
<tr>
<td>2000-2004</td>
<td>34</td>
</tr>
<tr>
<td>2005-2009</td>
<td>60</td>
</tr>
<tr>
<td>2010+</td>
<td>141</td>
</tr>
<tr>
<td>Grand total</td>
<td>258</td>
</tr>
</tbody>
</table>

**Table III.**

Number of articles per publication era
post-2010 era, which also signifies the start of Big Data research in business studies (Frizzo-Barker et al., 2016).

3.2 Theme analysis
The results of our content analysis reveal six main research themes for credit scoring literature. Figure 1 and Table IV, respectively, show percentage distribution of these themes and their frequency. The two leading themes are “statistical techniques and classification accuracy” (41 per cent) and “new determinants in credit scoring” (29 per cent), followed by “credit scoring technology adoption” theme representing 14 per cent of credit scoring literature. In the meantime, “review of credit scoring” (7 per cent), “regulation in credit scoring” (5 per cent) and “credit scoring in a different domain” (4 per cent) themes have attracted the least attention from academics over these years.

3.2.1 Statistical techniques and classification accuracy. Statistical techniques and classification accuracy theme, which contains articles that evaluate different statistical techniques to increase the accuracy of classification, is the dominant theme in credit scoring research. While an accurate classification algorithm leads to higher profitability, bad credit can impact a lender in terms of loss in capital, lower revenues and increased losses, leading to bankruptcy (Abdou and Pointon, 2011; Lessmann et al., 2015). Management of credit risk has become more important, especially in the aftermath of 2008 crisis, where banks use their own credit scoring models under internal ratings-based approach and face stricter capital
Credit scoring is essentially a type of a classification problem to determine whether the borrower will default on a loan (Mavri et al., 2008). Hence, it is an assessment of the risk associated with lending to an organization or individual (Paleologo et al., 2010). This assessment is made with a predictive model that is generated with repayment behaviors of previous borrowers on a loan, whose performances have been observed over a period of time (Thomas et al., 2002). In simple terms, credit scoring assumes that past data are a good indicator of future performance of borrowers, and the quality of the scorecards depends on the accurately classification of a case as “good” credit if repayment on time is expected and as “bad” credit if repayment is expected to fail (Siddiqi, 2012).

However, Abdou and Pointon (2011) discuss that there is no overall best statistical technique that fits all. Yet, state-of-the-art research has focused on:

- non-parametric and computational intelligence techniques such as artificial neural networks, support vector machines, decision trees and genetic algorithms (Marquès et al., 2013b; Tsai and Hung, 2014; Lessmann et al., 2015; Öztürk et al., 2016);
- dynamic programming approaches to find the optimal time to rebuild or readjust scorecards (Jung et al., 2015);
- dynamic incremental modeling (Sun et al., 2015) and model-dependent back testing approaches (Bravo and Maldonado, 2015) that deal with concept drift; and
- scorecard performance measures (Rezáč, 2015; Řezáč and Rezáč, 2011; Oliver, 2013).

3.2.2 New determinants in credit scoring. “New determinants in credit scoring” theme contains articles about assessment of creditworthiness with additional targets and new predictor variables. Most recent research under this theme has focused on:

- profit-based scoring systems that estimate profitability of loans rather than probability of default with measures such as internal rate of return (Marron, 2007; Finlay, 2008; Stewart, 2011; Verbraken et al., 2014; Serrano-Cinca and Gutiérrez-Nieto, 2016);
- introduction of new target variables such as “indeterminates” (Rezáč, 2013) or differentiating defaulters with game theory approach as “Can’t Pays (borrowers who do not pay because of cash flow problems) and Won’t Pays (borrowers that do not pay because of lack of willingness to pay)” (Bravo et al., 2015); and
- new predictor variables such as inclusion of spatial risk factors as an indicator of local economy characteristics for small- and medium-sized enterprise (SME) lending (Fernandes and Artes, 2016) or adding borrowers’ psychological traits for micro lending (Baklouti, 2014).

State-of-the-art research under this theme has investigated the impact of Big Data in credit scoring via analysis of peer-to-peer (P2P) lending platforms and credit bureaus that make use of social network data to improve their credit models (Wei et al., 2016; Ge et al., 2017).

3.2.3 Credit scoring technology adoption. “Credit scoring technology adoption” theme includes articles about antecedents and consequences of credit scoring technology adoption. A recent stream of research in this theme has focused on:

- the impact of credit scoring on access to finance and financial inclusion, particularly for SMEs and microfinance institutions (De Young et al., 2011; Bumacov et al., 2014);
• adverse selection and debt monitoring (Ono et al., 2014; Hasumi and Hirata, 2014; Micucci and Rossi, 2017); and
• the impact of credit scoring adoption on risk management during crisis (Feess and Hege, 2012; Demma, 2017).

3.2.4 Review of credit scoring. “Review of credit scoring” theme includes articles about credit scoring literature reviews. Recent surveys of the literature have focused on:
• different types of data mining methods given the complexity and volume of data that needs to be analyzed (Hooman et al., 2016);
• review of evolutionary computing methods in credit scoring (Marqués et al., 2013b);
• use of experimental design in credit scoring model assessment and comparison (García et al., 2015);
• evolution of credit scoring as related to its usage in microfinance (Bumacov et al., 2017); and
• usage of Big Data in credit scoring in relation to financial inclusion of unbanked segments (Aitken, 2017).

3.2.5 Regulation in credit scoring. “Regulation in credit scoring” theme includes articles about impact of regulation or policy changes on credit scoring. A main topic of interest has been on preventing discrimination in credit scoring. A recent stream of literature has studied:
• the effectiveness of anti-discrimination laws on preventing inclusion of the variables that represent protected features in credit models (Chan and Seow, 2013);
• developing regulatory oversight for fairness and accuracy of artificially intelligent scoring systems (Citron and Pasquale, 2014); and
• the impact of Big Data and associated algorithms on credit discrimination (Zarsky, 2014), governance (Campbell-Verduyn et al., 2017) and data privacy (Roderick, 2014).

3.2.6 Credit scoring in a different domain. “Credit scoring in a different domain” category includes articles about implementing credit scoring approach into a different area. The recent research on this theme has investigated:
• the relationship between cardiovascular disease and credit scores (Israel et al., 2014);
• the relationship between energy-efficient house adoption and credit scores (Sanderford et al., 2015);
• development of a compliance framework to assess money laundering and terrorism financing risk (Sathye and Islam, 2011); and
• modeling container stacking and reshuffling operations (Gharehgozli et al., 2017).

3.3 Direction and progression of themes over time
To get a better understanding of the direction and progression of the credit scoring literature over time, themes of articles over years is analyzed in detail in Table V, which presents the number of articles per theme per publication era. We discuss findings according to Figure 2, where we calculate percentage distribution of themes in terms of eras.
In pre-2000s era, “statistical techniques and classification accuracy” appears as the most dominant theme representing 35 per cent of the credit scoring research. In this period “new determinants in credit scoring” (22 per cent) was the second most important theme, followed by “credit scoring technology adoption” and “regulation in credit scoring” themes, each representing 13 per cent of research articles published in this period. This period dates back to 1970s and represents the initial development stage of credit scoring methods coinciding with the introduction of FICO scores by Fair Isaac Company and adoption of these scores by Fannie Mae and Freddie Mac[4]. The extent and nature of information collected and consumers’ rights to access were regulated mainly by US Fair Credit Reporting Act of 1970 and 1980 Privacy Guidelines developed by OECD (Campbell-Verduyn et al., 2017). “Review of credit scoring” and “credit scoring in a different domain” themes individually represented 9 per cent of the research in this era.

In the early 2000s, “statistical techniques and classification accuracy” and “new determinants in credit scoring” themes continued to be the two leading themes, while...
popularity of “credit scoring technology adoption” theme increased slightly. This was a period when new variables were introduced to credit scorecards and the impact of adoption on the performance of the companies was gaining attention. In this era, while research on “review of credit scoring” increased, “regulation in credit scoring” and “credit scoring in a different domain” themes have been relatively neglected.

In the late 2000s era, research on “statistical techniques and classification accuracy” and “credit scoring technology adoption” themes accelerated twofold and threefold to 42 and 23 per cent of the total publications, respectively. This era covers the 2008-09 crisis period, during which Basel Committee of Banking Supervision addresses the need for better governance of credit risk of banks and releases enhanced standards of Basel II and starts working towards Basel III[5]. Accordingly, increases in these themes signify the need of companies to manage their credit risks better, particularly in the credit crisis periods. “Regulation in credit scoring” theme also became popular by researchers in this period following the release of Fair and Accurate Credit Transactions Act of 2003, while research on “new Determinants in credit scoring”, “review of credit scoring” and “credit scoring in a different domain” themes experienced a relative decline.

As of 2010, “new determinants in credit scoring” theme enjoyed more than threefold increase, reaching 32 per cent of publications, while “statistical techniques and classification accuracy” maintained its dominancy with 42 per cent. This was a period during which Big Data and non-traditional data sources are being introduced into the credit scoring algorithms, while regulations were also revised to incorporate risk management challenges Big Data brings as Basel addresses the information technology risk and governance with Big Data (Mitchell, 2013; Campbell-Verduyn et al., 2017). Accordingly, “regulation in credit scoring” theme increased fourfold to 6 per cent of publications in this period. Having left behind more than 30 years of research, we also see an increase in the number of articles under the “review of credit scoring” theme, qualitatively assessing the evolution of the field particularly on data mining and evolutionary computing, while “credit scoring in a different domain” theme also increased to 5 per cent of total publications. On the contrary, “credit scoring technology adoption” theme saturated to 9 per cent of publications, as the benefits of credit scoring adoption are understood over the past years.

3.4 Details of scoring type
In this section, we analyze the research on three main types of credit scoring, which are application, behavioral and collection scoring (Paleologo et al., 2010). In application scoring, the subject is a new loan; in behavior scoring, the subject is an existing loan; and in collection scoring, it is a delinquent loan. Essentially, the dynamics of these three types of credit scoring differ in terms of performance and sample windows, target definitions, exclusion criteria and observed characteristics.

Our research shows that majority of the research has paid attention to application scoring, while behavioral and collection scoring are neglected, although they both have great importance in credit risk management as borrower’s financial status may change after the initial credit assessment (Sohn and Kim, 2013). Furthermore, offering a high credit limit to an existing borrower who has problems with his/her existing loans would also hamper the lender. Yet, behavior (11 articles) and collection (1 article) scoring have attracted very little interest, and only three articles have studied both application and behavior scoring. On the other hand, five articles have studied credit bureau scoring, where lenders use credit bureau data, while 40 articles analyzed credit scoring in general without specifying the scoring type. Frequency of scoring types is shown in Figure 3.
The distribution and representativeness of the data continues to be a main consideration in developing scorecards. In application and behavior scoring, the data collected are highly unbalanced or skewed and research on scoring imbalanced data is scarce (Siddiqi, 2012; Wang et al., 2015). In this regard, Wang et al. (2015) suggest that research that focuses on scoring imbalanced data can help improve representativeness of the credit scoring datasets.

Application, behavior and collection scoring models also suffer from sample selection bias as they are developed from only granted loans. However, developing a scorecard that ignored “rejects” is not applicable to the total population, and forecasting for all applicants will not be accurate and realistic (Siddiqi, 2012). While a stream of literature focuses on “reject inference techniques” that address this problem (Jacobson and Roszbach, 2003; Crook and Banasik, 2004; Bücker et al., 2013), including certain types of loans that should not be in the development sample, also deteriorates the model, especially for behavior scorecards. Including loans for special customers such as staff and VIPs or lost/stolen cards, deceased customers and restructured payment plans in the observed data set will change the true characteristics that predict the target (Siddiqi, 2012).

3.5 Details of statistical techniques

Another dimension we analyze in detail is the statistical techniques used in the literature. Studies that include a scorecard development consist of 173 articles, and the details are given in Figure 4 and Table VI. Studies, which implemented only one statistical technique, are listed as “single model” articles, studies that combine more than one statistical approach are grouped as “hybrid model” and studies which compare different statistical techniques for the same data set are categorized as “benchmark models”. Overall, majority of the studies focused on “single models”. While benchmark models were prevalent in the pre-2010 period, single model studies have been dominant with 48 articles out of 106 articles.
published in the post-2010 period. Logistic regression appears as the rule of thumb approach to credit scoring in single model studies, followed by probit regression over years. Logistic regression also emerges as the industry standard for benchmark models to enhance the reliability of the findings. We also see a more than threefold increase in articles that use “hybrid models” (24 articles), which reaches almost equal footing with logistic regression (26 articles) as of 2010s.

3.6 Details of scoring data sets
Another important aspect of credit scoring is the source and size of the data sets used in the scorecard development with regard to the generalizability of the results (Abdou and Pointon, 2009; Crone and Finlay, 2012; Marques et al., 2013a; García et al., 2015; Trinkle and Baldwin, 2016). The main requirement of a good model construction is to select a sample, which is random and representative of the population. Yet, most of the studies compared different classification methods and improved the accuracy with well-known German, Australian and Japanese data sets. However, they are not representative enough of real-life credit scoring applications (Marques et al., 2013a) where larger sample sizes are needed (Crone and Finlay, 2012).

We analyze under two main categories:

1. research that uses real credit data sets from developed versus developing and emerging economies; and
2. research that relies on publicly available data sets on the internet.

Out of the 258 articles, 180 articles mentioned the source of their data set, and in Table VII, we present frequency of data set sources over publication eras. The majority of the credit-scoring research has been on developed economies, which is the dominant source over all publication eras.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Single model</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>48</td>
<td>71</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>4</td>
<td>6</td>
<td>26</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>Probit regression</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>9</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>7</td>
<td>2</td>
<td>16</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>Benchmark</td>
<td>2</td>
<td>10</td>
<td>34</td>
<td>68</td>
<td></td>
</tr>
<tr>
<td>Hybrid model</td>
<td>1</td>
<td>1</td>
<td>24</td>
<td>34</td>
<td></td>
</tr>
<tr>
<td>Grand total</td>
<td>10</td>
<td>19</td>
<td>106</td>
<td>173</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Developed/developing/emerging countries</td>
<td>17</td>
<td>19</td>
<td>33</td>
<td>74</td>
<td>143</td>
</tr>
<tr>
<td>Developed</td>
<td>16</td>
<td>16</td>
<td>24</td>
<td>45</td>
<td>101</td>
</tr>
<tr>
<td>Developing</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>Emerging</td>
<td></td>
<td></td>
<td>6</td>
<td>19</td>
<td>25</td>
</tr>
<tr>
<td>Multiple countries</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Internet available data set</td>
<td>1</td>
<td>2</td>
<td>21</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>Internet available data set + real data</td>
<td>1</td>
<td>6</td>
<td>6</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>Grand total</td>
<td>17</td>
<td>21</td>
<td>41</td>
<td>101</td>
<td>180</td>
</tr>
</tbody>
</table>

Table VI. Frequency of classification techniques over publication eras

Table VII. Data source classification
publication eras. However, in the post-2010 era, we observe a significant increase in research that has paid attention to developing and particularly emerging economies. Majority of the research that uses emerging economies data have focused on “new determinants in credit scoring” theme, particularly on credit scoring for micro-finance institutions and SMEs. Similarly, usage of internet available data sets has also increased in the post-2010 period. Out of 101 articles published in post-2010 era, 45 articles used developed country data sets, 25 articles used developing and emerging economy data sets, 27 articles used internet available data sets and 4 articles used cross-country data sets.

3.7 Journal analysis
The results of the journal analysis are presented in Figure 5, which shows the journal names that published more than two articles about credit scoring over the years. Journals that published less than two articles is grouped as “other”. Operations research journals lead the credit scoring research, followed by finance journals. *Journal of the Operational Research Society* and *European Journal of Operational Research* have published 27 and 21 articles over years, respectively, and hence have the highest share among 258 articles. *Journal of Banking and Finance* take the third place, with nine publications, and *Intelligent Systems in Accounting and Finance* take the fourth place, with six publications.

4. Discussion and conclusion
In this research, we perform a content analysis of credit scoring literature in the past 41 years and identify the six main research themes in academic research. We show that “statistical techniques and classification accuracy” and “new determinants in credit scoring” themes are the two most prevalent research avenues. We find that the trending research topics on these themes have focused on the impact of Big Data via:

- development of classification algorithms that rely on machine learning and artificially intelligent scoring systems; and
- introduction of non-traditional data sources into algorithms.

“Regulation in credit scoring” theme has regained popularity with the need to redefine data privacy guidelines and to ensure enforcement of anti-discrimination laws in the age of Big Data. The research on “credit scoring technology adoption” theme has relatively matured,
while we find an increase in the research on “credit scoring in a different domain” and “review of credit scoring” themes that survey data mining and evolutionary computing methods and usage of Big Data for increasing financial inclusion.

Credit scoring game is changing for the traditional lender. Credit scoring is moving from traditional data sources to non-traditional data sources, particularly via Big Data. Social media activities, telecom and utility bills and psychometrics are becoming the new sources to identify the behavioral patterns and creditworthiness of the borrowers. Large data sets are not new for the financial services companies. What is new is the digitized sources of data that were once incompatible and inefficient to analyze with limited computing power and the governance of these artificially intelligent algorithms. Big Data in this sense refers to new data sources from which insights can be derived for creating innovative products and solutions, as well as the technology that makes it possible. Non-traditional data such as digital footprints and activities of users on online shopping, gaming or social networks such as Twitter, LinkedIn, Google and Facebook are used by credit bureaus and fintech companies to predict creditworthiness of borrowers’ (Roderick, 2014; CFSI, 2015; Baer et al., 2013; PWC, 2015; Wei et al., 2016). Fintech start-ups are relying on machine learning to leverage Big Data capabilities to predict creditworthiness and market customized products by using data from non-traditional credit information. With these new data sources borrowers, who either do not have a sufficient financial history to get a credit score or deemed too risky to lend, may become creditworthy as their behavior becomes more predictable by constant monitoring. Gabor and Brooks (2017) discuss that this digital revolution, based on feeding digital footprints to algorithms, may accelerate access to finance particularly for the unbanked, who are excluded from the financial system in developing countries. Kshetri (2016) show that in fact, Big Data enables access to finance for low-income families and micro-finance enterprises in China by:

- reducing transaction costs via “digitizing the activities and/or minimizing the physical intervention between the borrower and the lender”; and
- reducing the information opacity regarding the identity, ability to pay and willingness to pay of the borrower by incorporating non-financial information such as data from government agencies, hobbies, time of day the person is shopping online and type of items purchased into their credit scoring algorithms.

Furthermore, Chinese banks are launching their own e-commerce sites to access retail transaction data to incorporate into their own scoring models in response to the competition fintechs bring. More recently, Lenddo, a P2P lending platform that uses social network data, and Entrepreneurial Finance Lab, which was a research project in Harvard University to increase financial inclusion using psychometric data, have merged into “LenddoEFL” with an objective of increasing financial inclusion by reaching one billion people all over the world. Considering that there are approximately 2.5 billion unbanked people in the world (Demirguc-Kunt and Klapper, 2012), financial inclusion is one of the most promising benefits of Big Data in credit scoring as it may make “opaque” borrowers more transparent. Nevertheless, Gabor and Brooks (2017) stress that this information technology-based financial inclusion projects commodify the personal data of “newly included” yet “risky” populations. This “digital legibility” to access finance depends on digital footprints used in proprietary “black-box” algorithms, whose working is unknown (Pasquale, 2015) and borrowers’ privacy rights are on hold.

While the utopian view of Big Data discusses that it may enhance the well-being of both consumers and companies via increased efficiency and tailored solutions, there remains negative effects of Big Data as the opacity of algorithms that use it, their power to increase
inequalities and discrimination and to hamper data privacy via constant data “surveillance” by industry players and governments (Kshetri, 2014; Wang and Yu, 2015; Campbell-Verduyn et al., 2017). How Big Data are collected and used creates data privacy and ethical infringement risks (Frizzo-Barker et al., 2016). As algorithms that rely on Big Data analytics may reveal sensitive and personally identifiable information (Kshetri, 2014, 2016; King and Forder, 2016), data privacy and regulations to govern it has become one of the most important upcoming issues in credit scoring. Hurley and Adebayo (2016) highlight the risks of these alternative credit-scoring approaches as data accuracy, transparency, unfairness and discrimination[8]. However, Citron and Pasquale (2014) discuss that laws do not sufficiently protect how scores are mined from Big Data and suggest that artificially intelligent scoring systems need to be closely regulated to prevent stigmatization of borrowers so that they provide fair and unbiased assessments of creditworthiness. Accordingly, more academic research is needed to identify which pieces of information are in fact useful and are in compliance with regulations by analyzing the components of credit scores Big Data analytics produce. In other words, algorithms should be made more transparent.

Big Data may also cause significant losses due to possible security breaches as high data volume may attract cybercriminals, as high variety of data may reveal more PII and make security breach detection harder, as organizations may lack adequate data storage and management skills to respond to high variability of data flows and as complexity of data may make re-identification possible (Kshetri, 2014). These privacy and security concerns regarding how Big Data are collected, stored and used in credit scoring by industry players needs to be addressed by academic research with respect to their compliance with existing international regulations and in design of new regulations to address new privacy concerns that come with Big Data. In this regard, the General Data Protection Regulation of EU, which will come to effect as of May 2018, addresses several key issues:

- “right to be forgotten”, which requires companies to justify storing personal data;
- “right to access”, which enables customers to learn how their personal data is used;
- “breach notification”, which requires a notification within 72 h of the breach;
- “data portability”, where customers can share their data with other service providers; and
- “privacy by design”, where compliance to data protection directive becomes a legal requirement in the design of the systems[9].

Furthermore, Revised Payment Service Directive (PSD2) of EU enables customers to share their account and financial payment data with other third-party service providers through open Application Programming Interface of banks[10]. These regulatory developments bring challenges to banks and credit bureaus, who used to be main owners of customers’ accounts and financial payment data, as well as bring new opportunities to collaborate with fintechs, particularly alternative lending platforms[11]. Accordingly, the means through companies develop credit scoring systems by using Big Data has to be investigated thoroughly given this new paradigm shift, and more research is needed to develop more effective scorecards and more transparent algorithms that are in compliance with anti-discrimination laws and privacy rights on use of personal data (Ferretti, 2006; Chan and Seow, 2013; CFSI, 2015).

Amoore and Piotukh (2015) discuss that Big Data analytics and algorithms are changing how we ingest data, how we partition it and finally how we act upon it through real-time analytics. They discuss that while machine learning algorithms using unstructured data are
“instruments of perception” and may reveal hidden insight, at the same time, they may be indifferent to the heterogeneity of the underlying data in pursuit of extracting “what is of interest”; people, objects or patterns. Accordingly, governance systems regarding social and economic life must fully comprehend the workings of advanced analytics and algorithms behind Big Data. Announcement of the Social Credit System of China’s State Council[12], which would come into effect as of 2020 and where every citizen would have a credit score that relies on financial information, criminal records, social media behavior and political opinions, shows how Big Data may be used to design and govern a social system. Furthermore, Chinese online financial services regulator has recently announced establishment of “Internet Finance Industry Credit Information Sharing Platform” as a joint platform with industry players in an effort to regulate the internet finance industry in China[13]. These developments extend the definition of credit scoring from a mere credit rating concept to a citizen rating concept, where new metrics include social, political and environmental factors. The repercussions of these new technologies and scorecards on consumer privacy, whether these are enabling or further constraining access to finance or what should be the involvement and role of governments, need to be addressed by academic research.

Going back to Leyshon and Thrift’s (1999) paper, another “quantitative revolution” is taking place in credit scoring via Big Data:

- where we still question new boundaries of inclusion and exclusion with non-traditional data sources given the opacity of algorithms;
- where organizational architectures are changing as we observe fintech startups forcing banks to change their business models[14]; and
- where competition is still dependent on data and software, but this time, data are big and algorithms are self-learning.

The most important role academic studies play is bridging the gap between corporate, governmental and non-profit actors, who are developing credit scoring systems, by supporting them assess the perils and benefits of new technologies that paves way for innovation.

Notes
1. For example, FICO scores of Fair Isaac Corporation uses consumers’ debt level, length of credit history and regular and on-time payments in assessing creditworthiness of borrowers (Wei et al., 2016).
2. For a discussion of fintech industry, please refer to Lee and Shin (2017).
3. “Digital footprint refers to one’s unique set of traceable digital activities, actions, contributions and communications that are manifested on the Internet or on digital devices”. Source: Wikipedia.
4. Source: www.wikizero.org/index.php?q=aHR0cHM6Ly9lbi53aWtpcGVkaWEub3JnL3dpa2kvWEub3JnL3dpa2lvRjIDTw
5. Please refer to www.bis.org/bcbs/basel3.htmfordetailejsofBaselIII
6. Available at: www.ft.com/content/7933792e-a2e6-11e4-9c06-001444eb7de
7. Available at: https://include1billion.com
8. According to Equal Credit Opportunity Act (1975), information, including race, ethnicity, national origin, gender, marital status and receipt of public assistance, cannot be used as a variable in credit granting decisions.
9. Available at: www.eugdpr.org/key-changes.html
14. Please refer to Kshetri (2016) for a discussion of how banks are shifting their business to online and offering new e-commerce platforms to access retail transaction data to incorporate into their credit scoring.
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