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SERIES PREFACE

Ron Iphofen (Series Editor)

This book series, *Advances in Research Ethics and Integrity*, grew out of foundational work with a group of Fellows of the UK Academy of Social Sciences who were all concerned to ensure that lessons learned from previous work were built upon and improved in the interests of the production of robust research practices of high quality. Duplication or unnecessary repetitions of earlier research and ignorance of existing work were seen as hindrances to research progress. Individual researchers, research professions and society all suffer in having to pay the costs in time, energy and money of delayed progress and superfluous repetitions. There is little excuse for failure to build on existing knowledge and practice given modern search technologies unless selfish ‘domain protectionism’ leads researchers to ignore existing work and seek credit for innovations already accomplished. Our concern was to aid well-motivated researchers to quickly discover existing progress made in ethical research in terms of topic, method and/or discipline and to move on with their own work more productively and to discover the best, most effective means to disseminate their own findings so that other researchers could, in turn, contribute to research progress.

It is true that there is a plethora of ethics codes and guidelines with researchers left to themselves to judge those more appropriate to their proposed activity. The same questions are repeatedly asked on discussion forums about how to proceed when similar long-standing problems in the field are being confronted afresh by novice researchers. Researchers and members of ethics review boards alike are faced with selecting the most appropriate codes or guidelines for their current purpose, eliding differences and similarities in a labyrinth of uncertainty. It is no wonder that novice researchers can despair in their search for guidance and experienced researchers may be tempted by the ‘checklist mentality’ that appears to characterise a meeting of formalised ethics requirements and permit their conscience-free pursuit of a cherished programme of research.

If risks of harm to the public and to researchers are to be kept to a minimum and if professional standards in the conduct of scientific research are to be maintained, the more that fundamental understandings of ethical behaviour in research are shared the better. If progress is made in one sphere everyone gains from it being generally acknowledged and understood. If foundational work is conducted everyone gains from being able to build on and develop further that work.
Nor can it be assumed that formal ethics review committees are able to resolve the dilemmas or meet the challenges involved. Enough has been written about such review bodies to make their limitations clear. Crucially, they cannot follow researchers into the field to monitor their every action; they cannot anticipate all of the emergent ethical dilemmas nor, even, follow through to the publication of findings. There is no adequate penalty for neglect through incompetence, nor worse, for conscious omissions of evidence. We have to rely upon the virtues of the individual researcher alongside the skills of journal reviewers and funding agency evaluators. We need to constantly monitor scientific integrity at the corporate and at the individual level. These are issues of quality as well as morality.

Within the research ethics field new problems, issues and concerns and new ways of collecting data continue to emerge regularly. This should not be surprising as social, economic and technological change necessitate constant re-evaluation of research conduct. Standard approaches to research ethics such as valid informed consent, inclusion/exclusion criteria, vulnerable subjects and covert studies need to be re-considered as developing social contexts and methodological innovation, interdisciplinary research and economic pressures pose new challenges to convention. Innovations in technology and method challenge our understanding of ‘the public’ and ‘the private’. Researchers need to think even more clearly about the balance of harm and benefit to their subjects, to themselves and to society. This series proposes to address such new and continuing challenges for both funders, research managers, research ethics committees and researchers in the field as they emerge. The concerns and interests are global and well recognised by researchers and commissioners alike around the world but with varying commitments at both the procedural and the practical levels. This series is designed to suggest realistic solutions to these challenges – this practical angle is the *unique selling proposition* for the series. Each volume will raise and address the key issues in the debates, but also strive to suggest ways forward that maintain the key ethical concerns of respect for human rights and dignity, while sustaining pragmatic guidance for future research developments. A series such as this aims to offer practical help and guidance in actual research engagements as well as meeting the often varied and challenging demands of research ethics review. The approach will not be one of abstract moral philosophy; instead it will seek to help researchers think through the potential harms and benefits of their work in the proposal stage and assist their reflection of the big ethical moments that they face in the field often when there may be no one to advise them in terms of their societal impact and acceptance.

While the research community can be highly imaginative both in the fields of study and methodological innovation, the structures of management and funding, and the pressure to publish to fulfil league table quotas can pressure researchers into errors of judgement that have personal and professional consequences. The series aims to adopt an approach that promotes good practice and sets principles, values and standards that serve as models to aid successful research outcomes. There is clear international appeal as commissioners and researchers alike share a vested interest in the global promotion of professional virtues that lead to the public acceptability of good research. In an increasingly global world in
research terms, there is little point in applying too localised a morality, nor one that implies a solely Western hegemony of values. If standards ‘matter’, it seems evident that they should ‘matter’ to and for all. Only then can the growth of interdisciplinary and multi-national projects be accomplished effectively and with a shared concern for potential harms and benefits. While a diversity of experience and local interests is acknowledged, there are existing, proven models of good practice which can help research practitioners in emergent nations build their policies and processes to suit their own circumstances. We need to see that consensus positions effectively guide the work of scientists across the globe and secure minimal participant harm and maximum societal benefit – and, additionally, that instances of fraudulence, corruption and dishonesty in science decrease as a consequence.

Perhaps some forms of truly independent formal ethics scrutiny can help maintain the integrity of research professions in an era of enhanced concerns over data security, privacy and human rights legislation. But it is essential to guard against rigid conformity to what can become administrative procedures. The consistency we seek to assist researchers in understanding what constitutes ‘proper behaviour’ does not imply uniformity. Having principles does not lead inexorably to an adherence to principlism. Indeed, sincerely held principles can be in conflict in differing contexts. No one practice is necessarily the best approach in all circumstances. But if researchers are aware of the range of possible ways in which their work can be accomplished ethically and with integrity, they can be free to apply the approach that works or is necessary in their setting. Guides to ‘good’ ways of doing things should not be taken as the ‘only’ way of proceeding. A rigidity in outlook does no favours to methodological innovation, nor to the research subjects or participants that they are supposed to protect. If there were to be any principles that should be rigidly adhered to they should include flexibility, open-mindedness, the recognition of the range of challenging situations to be met in the field – principles that in essence amount to a sense of proportionality. And these principles should apply equally to researchers and ethics reviewers alike. To accomplish that requires ethics reviewers to think afresh about each new research proposal, to detach from pre-formed opinions and prejudices, while still learning from and applying the lessons of the past. Principles such as these must also apply to funding and commissioning agencies, to research institutions and to professional associations and their learned societies. Our integrity as researchers demands that we recognise that the rights of our funders and research participants and/or subjects are to be valued alongside our cherished research goals and seek to embody such principles in the research process from the outset. This series will strive to seek just how that might be accomplished in the best interests of all.
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INTRODUCTION TO VOLUME 10

Ron Iphofen
Series Editor

Readers familiar with this series will immediately see that this current volume represents a change of format which we hope to repeat from time to time. Instead of each volume containing a series of chapters from a range of experts covering different approaches to a central theme, we offer here an extensive monograph that focusses on one area of concern. In keeping with the rest of the series, we ask the author to approach the topic for an international audience, reflective of the current state of knowledge in the designated field and, most importantly, offer some workable suggestions for policy and practice. We hope you will agree that the author of this first monograph, Mihalis Kritikos, has achieved those aims in examining the nature of surveillance in the modern workplace and offering suggestions for how best to regulate it.

During the last 10 years, workplace surveillance has expanded beyond monitoring blue-collar workers to keeping a watch on high-level workers and to working from home. It is conducted via surveillance cameras, monitoring employees’ workstations and internet activity, automated video pattern recognition systems, keylogging software and biometric access control. The emergence of new forms of exercising employment control, through a combination of real-time data collection and machine-learning analysis is challenging the adequacy of privacy and employment laws across Europe and elsewhere; so too is the capacity of traditional oversight structures to cope with these dynamic challenges in a comprehensive manner. The COVID-19 pandemic has expanded the use of Artificial Intelligence (AI)-empowered real-time workplace monitoring systems, location and social media-tracking applications and workforce analytics software as many employers feel the need to track employees remotely in a range of different ways.

As a result, digital workplace monitoring may induce employee stress leading to the blurring of the boundaries between public and private spheres and helping shape a culture of mistrust, an intensification of work and the alienation as well as the datafication of employees. Such technological practices have the potential to alter workplaces in fundamental ways and to undermine trust between employers and employees, thus raising concerns about the terms of this technological deployment and its possible effects. The pandemic has not acted solely as an accelerator of digitisation and of tele-work practices: it has also blurred the boundaries between home and office environments and has introduced an inherent layer of surveillance that appears more intrusive and possibly unjustifiable than ever. At the same time, the augmentation of these AI-powered surveillance
practices has unveiled significant gaps in our oversight structures, legal frameworks, regulatory models and data governance practices.

Given these concerns and issues, this volume proposes a comprehensive policy framework that could tackle the challenges associated with ‘wiring the labour market’ including issues of control, autonomy and voice in the workplace. The options outlined here provide a wide range of legal, regulatory and institutional suggestions that could enable legislators to set limits to protect workers’ fundamental rights. The suggestions made are based on an extensive analysis of the existing legal and policy framework at the international level by taking into account the current and ongoing policy initiatives.

The volume will propose some first steps for addressing these concerns that were originally drawn from reflections within the context of the European Union (EU). Modelling an approach within the known limits and opportunities should allow other nations and federations to consider approaches suited to their own unique geopolitical situation. The specific ideas within the EU perspective have grown from an Act on Workplace Monitoring to a mandatory Data Protection Impact Assessment and from establishing the right to disconnect at the EU level to setting up an international Ethical Code for Digital Monitoring in the workplace. All the proposed options aim at safeguarding employees while ensuring the responsible deployment of AI-powered monitoring tools in the workplace.

This volume should set the ground for a new approach to workplace monitoring and provide the basis for a discussion among the main actors in the employment world including policymakers and legislators. This approach acknowledges the need to address all the relevant challenges in a holistic and dynamic manner given the need to define a ‘new normal’ and reconceptualise workplaces and the situation of the employee in a post-COVID-19 world. Such extended applications of AI might have been thought of as inevitable. The suggested options may even allow legislators and decision-makers to question the necessity and proportionality of some of the current surveillance practices, prevent today’s workplace from becoming a new digital panopticon and envisage the necessary legal modalities that can strengthen the notion and the legal position of the worker as a digital nomad in this ever-changing work environment.

Although these are labelled ‘options’, there is little that is ‘optional’ about them – in some respects they follow on from each other and some require connective legislation to become operationalisable. It is easy to see how many of these could be implemented at the EU level but harder to see how a commitment to a more global approach could be developed. Given the nature of the globalised distribution of the workplace under the dominance of global corporations, this poses a real challenge to the potential for effective regulation.

In many respects, this volume follows naturally from the preceding volume in the series: Ethical Issues in Covert, Security and Surveillance Research. The chapters in that volume were concerned with ‘research’ per se, while this volume focusses on other forms of ‘data gathering’ via surveillance means. In the last volume, we were at pains to avoid ruling out surveillance (and covert work) as necessarily unethical but we did produce a set of guidance notes, elements of which should be applied here. These include: do not treat surveillance ‘approaches’ as a
set of homogeneous practices, consider the vital role of ‘context’, be aware of the range of methods available to engage in surveillance, consider in detail how principles related to anonymity, confidentiality and consent are to be managed, ensure you are as informed as possible by previous work and never neglect the wider public interest. The current volume addresses such concerns – and many more.

The volume is structured such that the author presents the monograph in full and is followed by a series of commentaries from a range of experts who have read and commented on the monograph but may also suggest issues beyond those covered. It is a form of transparent peer review such that commentators may also critique the work and point to its limitations. We have left the judgement open to the commentators and both any praise and criticism will be published to enable ongoing dialogue with the author. We then invite the author to supply a final postscript which acknowledges the contributions from the commentators and may add to or adjust the monograph’s proposals.

We would welcome any observations about the effectiveness of this approach and, indeed, any suggestions for similar monographs on relevant topics in the future.