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FOREWORD TO PART A

Volume 40 of Advances in Econometrics focuses on methods with particular
themes surrounding identification, limited dependent variables, partial observ-
ability, experimentation, and flexible modeling. The volume contains both
Bayesian and classical contributions to theory and application, and is intended
to honor the scholarship of our friend and colleague, Professor Dale J. Poirier.

Assembly of Volume 40 began with a conference at the University of
California, Irvine, on June 8�10, 2018. The event served the dual purpose of
celebrating Dale’s contributions on the occasion of his retirement and showcas-
ing papers that would be considered for possible publication. The volume took
shape in the months that followed and reflected a large and diverse set of theo-
retical, modeling, computational, and applied developments. Some chapters
addressed foundational and methodological issues, while others provided impor-
tant modeling advances or delved into stimulating new topics in modern empiri-
cal research. As a consequence, we expect that the volume will be of significant
interest to a wide audience and will have lasting impact on future work.

The final volume � one of the largest in the Advances in Econometrics
series � contains 23 separate chapters that are split thematically into two parts.
Part A presents novel contributions to the analysis of time series and panel data
with applications in macroeconomics, finance, cognitive science, neuroscience,
and labor economics. Part B examines innovations in stochastic frontier analy-
sis, nonparametric and semiparametric modeling and estimation, A/B experi-
ments, and quantile regression. We hope that this clustering of relevant chapters
would expose readers to a wider variety of methodological approaches and
applications and would facilitate extensions to new settings.

Part A of the volume begins with an interview with Dale Poirier. In this ini-
tial chapter, Dale describes his early years and family background, college
experiences, and various professional appointments. He comments on a myriad
of issues, including frequentist reasoning, objective Bayes, Big Data, and events
leading to his text, Intermediate Statistics and Econometrics: A Comparative
Approach, which students and colleagues sometimes affectionately refer to as
“The Purple Monster.’’

Gary Koop and Luca Onorante tackle a problem in nowcasting, or short-
term forecasting of macroeconomic variables. They seek to determine if Google
data can be used to improve the forecasting of common macroeconomic US
series, such as inflation and unemployment, but do so in novel ways: they allow
the Google variables to enter the models in a time-varying fashion and also
allow the probability of including explanatory variables to depend on the
Google data, which they term “Google probabilities.’’ They apply these methods
to forecast nine different US series. They find that, generally, the inclusion of
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Google data in the models tends to improve forecasting performance, and the
inclusion of Google data through model probabilities is generally (though not
always) the preferred way of using that data.

A chapter by Fulya Ozcan employs state-of-the-art graphical modeling and
text processing to uncover latent overlapping communities of Reddit’s newsfeed
users. High-frequency social media data are employed to draw linkages between
user reaction to news and short-term exchange rates. The hierarchical mixture
model developed in the chapter clusters the communities and detects their opi-
nions (sentiment), which is then shown to be useful in forecasting exchange rate
fluctuations. The chapter describes how estimation of the model parameters can
proceed by Markov-chain Monte-Carlo simulation.

Percy K. Mistry and Michael D. Lee present a generative psychological
model of dynamic violent behavior, and use it to analyze data on the incidence
of Israeli and Palestinian fatalities in the Second Intifada. The modeling pro-
vides interpretable structural constructs that offer important insights into the
dynamics of the conflict. Due to the analytical intractability of the model,
Bayesian inference is made possible by computational methods. The authors
demonstrate that their model is descriptively and predictively accurate and helps
explain retailatory and repetitive violence in terms of meaningful cognitive pro-
cesses for each side of the conflict.

The work of Zhe Yu, Raquel Prado, Steven C. Cramer, Erin B. Quinlan, and
Hernando Ombao presents Bayesian methodology for modeling local activation
and global connectivity using data on magnetic resonance signals in the brain.
The approach simultaneously models activation of different brain regions, esti-
mates region-specific hemodynamic response functions, and employs Bayesian
vector autoregressions to model connectivity. Spike and slab priors are
employed to address variable selection and help determine significant connectivi-
ties in networks. Evidence from a simulation study reveals the advantages of the
proposed approach, while an application to a stroke study finds different con-
nectivity patterns for task and rest conditions in certain regions of the brain.

Timothy Cogley and Richard Startz provide a procedure for dealing with an
important problem in time-series analysis. In particular, it has been well known
that in the presence of near-root cancellation of the AR and MA components of
ARMA models, standard estimation methods have tended to produce spuriously
accurate estimates, even though in reality the coefficients are only weakly identi-
fied. The chapter supplies a Bayesian model averaging procedure that avoids
such spurious inference and performs well without much additional computation
in both well-identified and weakly-identified settings. The procedure is recom-
mended for routine adoption in both Bayesian and frequentist analyses of
ARMA models because of its ability to guard against the possibility of spurious
results, while leading to agreement with traditional estimates in cases when
weak identification is not a problem.

Md. Nazmul Ahsan and Jean-Marie Dufour consider estimation of a stochas-
tic volatility (SV) model. They exploit an ARMA representation of the SV
model, yielding a small number of moment conditions and the possibility of esti-
mation via GMM. The resulting ARMA-SV estimator of Ahsan and Dufour is

viii FOREWORD TO PART A



computationally convenient, as it is available in closed-form, while also being
highly efficient. Simulation experiments are conducted to compare the ARMA-
SV estimators performance with a variety of alternatives, including MCMC-
based Bayesian approaches. Results suggest that not only does the ARMA-SV
estimator offer considerable computational advantages, but it often offers greater
precision than its competitors. The chapter concludes with an application involve
three stock price return series, from Coca-Cola, Walmart, and Ford.

In a contribution to the rapidly evolving adaptive learning literature in mac-
roeconomics, Eric Gaus and Srikanth Ramamurthy propose a novel approach
to the modeling of expectation formation and learning in models with time-
varying parameters. In particular, the chapter examines a new endogenous gain
scheme in which the gain sequence is driven by changes in agents’ coefficient
estimates. The approach is compared and contrasted with exisitng methods.
Simulation evidence and an empirical example involving a New Keynesian
model demonstrate that the proposed method can offer superior forecasting abil-
ity compared to existing alternatives, particularly for inflation data.

A novel approach for checking the sensitivity of predictive modeling to prior
hyperparameters is presented by Joshua C. C. Chan, Liana Jacobi and
Dan Zhu. In the context of popular vector autoregression models, they develop
a general method, based on automatic differentiation, that examines point and
interval sensitivity to the prior hyperparameters. While the importance of sensi-
tivity analysis in general, or in predictive VAR modeling in particular, can
hardly be overstated, such analysis is rarely part of current practice. Following a
discussion of the theory, the approach is implemented as an automatic way to
assess the robustness of the forecasts in an application to US data. The applica-
tion shows that prior sensitivity in both point and density forecasts can be an
issue for the VAR coefficients, but this is less so for the intercepts and the error
covariance matrix.

Bai Huang, Tae-Hwy Lee, and Aman Ullah consider estimation of a panel
model and suggest a Stein-type shrinkage estimator. Specifically, they consider
an estimator that is a weighted combination of the OLS fixed-effect estimator
and Pesaran’s (2006) common correlated effects pooled (CCEP) estimator,
where the value of Hausman’s (1978) statistic informs the weights. They show,
under some conditions, that the shrinkage estimator has smaller risk than the
CCEP estimator, and also demonstrate that the shrinkage estimator has smaller
asymptotic risk than the conventional fixed effects estimator unless endogeneity
is very weak. The performance of the method is illustrated in Monte-Carlo
experiments and an application involving a panel of house prices.

Gary J. Cornwall, Jeffrey A. Mills, Beau A. Sauley, and Huibin Weng intro-
duce a new out-of-sample Granger causality testing procedure. The methods
introduced combine k-fold cross-validation techniques with Markov-Chain
Monte-Carlo (MCMC) techniques to perform out-of-sample testing. They dem-
onstrate power improvements of their out-of-sample tests relative to conven-
tional F -tests, while also demonstrating often similar in-sample performance of
their procedure relative to F -testing. The chapter concludes with an application
of their methods to the Phillips curve, where they find insufficient evidence to
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reject the null hypothesis of no Granger causality in both pre- and post-1984
samples.

Theodore F. Figinski, Alicia Lloro, and Philip Li also address issues in panel
data modeling, as these authors reexamine the effect of compulsory schooling
laws on both educational attainment and labor market earnings. Specifically,
using new and rich data, they examine the impact such laws have had on educa-
tional attainment of both young and older workers. Using hierarchical Bayesian
models, they find that such laws appear to have little effect on educational out-
comes of younger workers. In addition, while compulsory schooling legislation
does seem to have had an effect on educational attainment for older workers,
there is little evidence pointing toward an overall effect on the earnings of these
workers.

The tribute to Dale Poirier’s work continues with Part B of the volume,
which offers a different sampling of topics including important contributions to
stochastic frontier analysis, nonparametric and semiparametric modeling and
estimation, A/B experiments, and quantile regression. The volume then con-
cludes with a brief comment by Dale.
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