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Abstract

Purpose – Gender bias in artificial intelligence (AI) should be solved as a priority before AI algorithms become ubiquitous, perpetuating and accentuating the bias. While the problem has been identified as an established research and policy agenda, a cohesive review of existing research specifically addressing gender bias from a socio-technical viewpoint is lacking. Thus, the purpose of this study is to determine the social causes and consequences of, and proposed solutions to, gender bias in AI algorithms.

Design/methodology/approach – A comprehensive systematic review followed established protocols to ensure accurate and verifiable identification of suitable articles. The process revealed 177 articles in the socio-technical framework, with 64 articles selected for in-depth analysis.

Findings – Most previous research has focused on technical rather than social causes, consequences and solutions to AI bias. From a social perspective, gender bias in AI algorithms can be attributed equally to algorithmic design and training datasets. Social consequences are wide-ranging, with amplification of existing bias the most common at 28%. Social solutions were concentrated on algorithmic design, specifically improving diversity in AI development teams (30%), increasing awareness (23%), human-in-the-loop (23%) and integrating ethics into the design process (21%).

Originality/value – This systematic review is the first of its kind to focus on gender bias in AI algorithms from a social perspective within a socio-technical framework. Identification of key causes and consequences of bias and the breakdown of potential solutions provides direction for future research and policy within the growing field of AI ethics.

Peer review – The peer review history for this article is available at https://publons.com/publon/10.1108/OIR-08-2021-0452
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Introduction

Artificial intelligence (AI) is rapidly and fundamentally changing many business models, industries, and the nature of work itself. At the core of this change are predictive algorithms, which are developed predominantly by men, and trained on data sets with inherent gender biases (Bourton et al., 2018; Foulds et al., 2020). Some early AI applications had to be withdrawn due to gender bias. Examples of this are Amazon and Linked-In’s AI-based resume services that only sent information technology (IT) job openings to male job seekers (Varghese, 2019; West et al., 2019). Research has supported these anecdotal biases, for example, a recent study entitled “Computer algorithms prefer headless women” showed how advertising algorithms are demonstrating sexist tendencies when it comes to images used in online targeted marketing (Cecere et al., 2018). One of the manifestations of underrepresentation of women in training data sets and in AI development teams is a bias against women in AI solutions, perpetuating gender imbalances, often in opposition to international legal and ethical management practices (Bourton et al., 2018; Baumann and Rumberger, 2018; Yapo and Weiss, 2018).
As evidence of the consequences of AI bias mounts, there have been calls to increase algorithmic transparency (Thelwall, 2018) and hold the producers of AI applications accountable (Raji and Buolamwini, 2019) as part of a growing AI ethics movement. Algorithmic bias has caused real harm to marginalised elements of society, including women and non-binary minorities (Saka, 2020, Leavy et al., 2020). There are technical and societal causes for this, and solutions should be found within a socio-technical framework (Draude et al., 2019; Selbst et al., 2019). There is no comprehensive “stock take” of the extent and nature of the problem which details the causes, consequences, and proposed solutions, such as in the form of a systematic review. Thus, the purpose of this study is to conduct a systematic review of the literature to investigate gender bias in AI algorithms. Specifically the objectives are to

1. broadly categorise social causes of gender bias in AI algorithms.
2. outline the social consequences of algorithmic gender bias.
3. explore proposed social solutions to AI gender bias.

This paper proceeds as follows: first a literature review is presented, including the socio-technical framework which provides the theoretical foundation for this study, and ending with an overview of related systematic reviews. Then the PRISMA methodology and data collection for the systematic review are discussed. Thereafter, the data analysis and results are presented. Finally, the discussion and recommendations conclude the paper.

Literature review
Algorithms are key to a subset of AI called machine learning, used in industries as diverse as education, finance, marketing, transport and security (Akerkar, 2019; Bucher, 2018). Algorithms discover patterns in large datasets from which they learn rules for automated predictions and decision-making (Bucher, 2018). Since algorithms are designed to discriminate, in that they sort, classify and make inferences about data (Veale and Binns, 2017), biases contained in historical data and machine learning models become part of the solution (World Economic Forum, 2018). Additionally, how the algorithms come to the answers they do is often opaque, not explainable and proprietary (Burrell, 2016). These problems will become more pressing with increasingly complex patterns in data, sophisticated multi-level neural networks and more autonomy in algorithms (Osoba and Welser, 2017).

Algorithmic bias refers to unfair discrimination against gender, race and other groups (Springer et al., 2018). Socially acceptable inferences can be programmed in to ensure fairness, but this will result in conflict with the accuracy requirements of algorithm outputs (Osoba and Welser, 2017). Further problems arise from models used in algorithms being able to implement all the measures of fairness simultaneously (Veale and Binns, 2017). Subjective human involvement comes into the selection of features and models used in the algorithms (Veale and Binns, 2017) and how they include identifiable factors, such as race and gender.

A socio-technical framework
Several technical approaches to identifying and reducing algorithmic bias have been proposed, including using statistical methods, audits of algorithms, automated reasoning and transparency and explainability requirements (Osoba and Welser, 2017; Saka, 2020; Veale and Binns, 2017; Burrell, 2016). Non-technical approaches recommended by Burrell (2016) and Osoba and Welser (2017) include user literacy and education, diversity in algorithm developers and algorithm regulation. Veale and Binns (2017) and Selbst et al. (2019) argue that
A socio-technical approach is required, given the complexity and context-specific nature of the issue. A socio-technical analysis was also presented by Monteiro et al. (2021) to minimise potential algorithmic bias.

Draude et al. (2019) developed a multi-disciplinary, socio-technical framework used in this review. This framework presents a socio-technical gender perspective, consisting of data bias, technical model bias and emergent bias. Data bias is shaped by the society generating the data, which is fed into the algorithms, while technical bias arises from the models and features of the algorithm itself; and emergent bias stems from the way the algorithm is used (Draude et al., 2019). Table 1 below reflects these key concepts in the socio-technical framework adopted in this review.

Previous systematic reviews on the topic of AI bias
A systematic review on perceptions of fairness in AI was conducted by Baleis et al. (2019) which included some elements of AI bias but was focused on people’s cognitive and emotional responses to, and perceptions of the issue of fairness in AI. Baleis et al. (2019) found people’s perceptions of algorithmic fairness differed based on context and recommend further interdisciplinary research. The review focused on perceptions of bias rather than causes, consequences and solutions. Khalil et al. (2020) conducted a systematic review into bias in facial recognition systems, which is a specific application of AI. The review considered all forms of bias, including racial, gender, age, culture and ethnicity, and found the main cause was the lack of variability in training data sets (Khalil et al., 2020). Köchling and Wehner (2020) also conducted a review in a specific application area – that of algorithmic bias in human resources, finding bias resulting from use of AI in recruitment and human resource development.

The related topic of algorithmic accountability was dealt with in a systematic review by Wieringa (2020) who used accountability theory to review the elements of accountability in algorithms from a socio-technical viewpoint. Wieringa (2020) was able to define and integrate accountability theory into algorithmic accountability from a multi-disciplinary perspective. The systematic review in this paper also takes a multi-disciplinary approach; however, it is focused on algorithmic gender bias rather than accountability. Another review, by Favaretto et al. (2019), focused on discriminatory risks of data mining and associated biases and found human bias is a barrier to fair AI systems. The study concluded that discrimination in data mining is significant, yet often underestimated, and that more research is needed into discriminatory practices in big data (Favaretto et al., 2019).

None of the above reviews focused specifically on gender bias social causes, consequences and solutions. Similar to Wieringa (2020), this review also adopts a socio-technical framework.

<table>
<thead>
<tr>
<th>Label</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Datasets</td>
<td>Ensuring that data sets do not include gender unless needed, and that proxy variables for gender are also excluded, or that there is awareness and oversight of data collection and classification to prevent gender discrimination (Draude et al., 2019). To counter data bias</td>
</tr>
<tr>
<td>Algorithm design</td>
<td>Increasing gender diversity in the entire design lifecycle of an AI solution (Draude et al., 2019). To counter technical model bias</td>
</tr>
<tr>
<td>Context</td>
<td>Considering the complete context in which the algorithm is situated, from the stakeholders, to the data set to the socio-technical systems (Draude et al., 2019). To counter emergent bias</td>
</tr>
<tr>
<td>Due process</td>
<td>Address fairness, accountability, and transparency factors from a development process and policy viewpoint (Draude et al., 2019). To counter gender bias in general</td>
</tr>
<tr>
<td>Other</td>
<td>Other causes, for results that cannot be classified according to the other labels</td>
</tr>
</tbody>
</table>

Table 1. Key concepts in the socio-technical framework
Research methodology
A systematic review is an exacting methodology for finding, analysing and reporting literature in a specific precisely defined area producing a replicable and transparent synthesis of the current state of knowledge (Denyer and Tranfield, 2009). By following a rigorous scientific approach, relevant literature can be organised and evidenced-based decisions made about knowledge gaps (Petticrew and Roberts, 2008) in the field of gender bias in AI algorithms. The key principles of systematic reviews include a lack of bias by using a well-defined protocol to ensure validity, rigour and replicability (Shamseer et al., 2015). In this way the results can be used with confidence to inform practice, policy and future research direction (Denyer and Tranfield, 2009). By specifically targeting gender bias, a homogenous set of results can be expected from this review, allowing for aggregation and synthesis of results. Petticrew and Roberts (2008) argue that systematic reviews provide evidence-based analysis and synthesis of previous studies, creating an overall picture of the topic. In the area of software engineering, systematic reviews offer a clear picture of the latest, state of the art in research (Kitchenham and Brereton, 2013) which is pertinent to this topic on gender bias in AI algorithms. Rather than a primary study that would only add more detail to a narrow area of the topic, a systematic review provides a precursor to further research (Petticrew and Roberts, 2008), in this case on AI gender bias, so that the problem can move forward to finding potential solutions. Arguments that systematic reviews are not useful in an immature field such as gender bias in AI algorithms are countered by Petticrew and Roberts (2008) who suggest that such reviews are suitable to identify gaps, research directions and potential early interventions.

Research question
The research question for this review has been constructed using the Population, Intervention, Comparison, Outcomes and Context (PICOC) framework for systematic review research questions (Petticrew and Roberts, 2008) which provides a formal and specific method for deriving a research question. The focus of the question is gender bias in AI algorithms. Similar to the process used by Baleis et al. (2019), the application of the PICOC framework for this study is: the Population being women, the Intervention/Indicator is gender bias in AI algorithms, with the Outcome being the effect of gender bias in a global context. Comparison was not applicable. From this the following research question was derived:

What are the social causes and consequences of, and solutions to gender bias in AI algorithms? The following sub-questions arise:

1. What is the breakdown of technical versus social approaches to algorithmic gender bias?
2. What are the social causes of gender bias in AI algorithms?
3. What are the social consequences of algorithmic gender bias?
4. What social solutions are proposed for AI gender bias?

Data collection
The data collection procedure followed a strict protocol to ensure explicit and transparent description and justification of the procedure followed. The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) protocol was selected since it is the preferred method for ensuring a rigorous review, and is used by other systematic reviews on the topic of algorithms (e.g. Wieringa, 2020; Favaretto et al., 2019).

A scoping review using Google Scholar determined the size and scope of the review, as recommend by Tranfield et al. (2003), due to the cross-disciplinary nature of the topic.
This exercise informed the search strategy for the review, including search terms, type of literature and study period (Linnenluecke et al., 2019). The results also determined that this review was not duplicating an existing review on algorithmic gender bias. In their systematic review on fairness and big data, Favaretto et al. (2019) cite the lack of grey literature in their review as a limitation, and recommend that future studies include some forms of this. For this reason, and based on the scoping review, grey literature in the form of conference proceedings and reports were included in this review.

Kitchenham and Brereton (2013) and Adams et al. (2017) recommend the following databases for inclusion in business and software engineering systematic reviews: IEEE, ACM, SCOPUS, Web of Science, EBSCOHost and PsychInfo. Selection from this list for this review was guided by reviewing the databases used by systematic reviews in the general field of AI fairness and bias (Favaretto et al., 2019; Khalil et al., 2020; Wieringa, 2020) resulting in the final selection of IEEE Xplore, ACM Digital Library, SCOPUS and Web of Science for this review. The search terms were sourced from the focus area of AI algorithms and the factor of interest being gender bias, a similar process followed in the review by Khalil et al. (2020). Synonyms for keywords were derived from key studies on the issue (Wieringa, 2020). Boolean operators were used to combine the keywords from which the following search string was generated:

("gender bias" OR sexist OR "gender discrimination" OR "gender diversity" OR "gender inequality") AND (Algorithm OR Algorithmic OR "machine learning")

**Inclusion and exclusion criteria**

According to Shamseer et al. (2015), the PRISMA protocol specifies two types of eligibility. The first stems from characteristics of the study itself, in this case, eligible studies must be focus on gender bias, the gender bias must arise from machine learning algorithms and the study must include cause or consequences of the bias or offer potential solutions. The second stems from the characteristics of the report, including time frame, language, and publication types. Large scale deployment of machine learning algorithms is a relatively recent development (OECD, 2019) and the consequences of bias have only become a pressing issue over the last decade (World Economic Forum, 2018). Therefore, similar to other systematic reviews on the issue of AI bias (Favaretto et al., 2019; Baleis et al., 2019), this review focused on papers from the last 10 years. Languages other than English were excluded, supporting replicability (Wieringa, 2020), expediency and the multi-disciplinary nature of the topic. There were no restrictions based on the discipline. Publication types were restricted to journals, conference proceedings and think tank reports. There were no exclusions based on methodology, allowing empirical, theoretical and conceptual papers to be included.

**Data extraction and analysis**

Data extraction was conducted through the use of Distiller SR, software designed to facilitate systematic reviews (Shamseer et al., 2015). The initial search produced 3,401 unique papers, with 2,752 excluded after initial screening of the title and abstract. A further 471 papers were excluded upon further review of the full paper, mainly for not including gender bias specifically. The resulting 177 papers covered both technical and social causes, consequences and solutions. Only social aspects were considered for this review, resulting in a further exclusion of 112 technical only papers, leaving 57 papers. Through following references, based on seminal papers and the Pearl or snowball method, an additional 8 papers were added, resulting in a final total of 64 papers. The results of this process can be seen in Figure 1, the PRISMA flowchart.
Data analysis followed a deductive approach, based on the literature review and research questions, which yielded themes suitable for a thematic analysis (Fereday and Muir-Cochrane, 2006). The three themes followed the code book structure presented by Fereday and Muir-Cochrane (2006) were social causes, consequences and solutions related to gender bias in AI algorithms. Direct-quote evidence of the themes were captured and categorised in the Distiller SR software and then imported into Nvivo for rich, in-depth analysis of the themes.

**Quality control**

Articles included for review were screened for quality of reporting and methodology (Kitchenham and Brereton, 2013). Distiller SR software was used to ensure rigour in the process of selection, inclusion and exclusion of quality articles that met the research criteria. As an additional layer of quality control, the DistillerSR AI toolkit, was used to assist in
validity and optimisation of screening systematic reviews (Hamel et al., 2020). This AI screening of the manual reviews suggested 28 exclusion discrepancies, which were then manually checked. The second reviewer reviewed the methodology and evaluation process and tested a portion of randomly selected articles from each level of review as an additional level of reliability.

Results

The initial screening included social and technical papers. There were 112 papers excluded for being technical only, with 21 of the final 64 included articles falling under both social and technical categories. Figure 2 shows the breakdown of papers along the socio-technical dichotomy:

Of the included 64 papers, 31 were coded as including causes, 33 as consequences and 43 as solutions. Twenty nine of the articles also referenced racial bias, among other types of bias. Despite searching for articles from 2010, Figure 3 shows that all of the included studies ranged from 2015 onwards, with 30 from 2020 alone, and 75% from 2019 to 2020, signifying the recency of the topic. This also explains why over 50% of the articles were conference papers.

The articles were varied in domains, with 72% stemming from the field of computer science, 25% from the social sciences and the remaining 3% from the health sciences.
Specific domains reflect these general fields, with around 50% in AI ethics and AI. The remaining subject areas are shown in Figure 4 below.

**Social causes of algorithmic gender bias**

For the social causes of gender bias, the articles were equally attributed to the design of AI algorithms and to the datasets they are trained on. Figure 5 shows that within the algorithmic design category, 43% were related to the lack of diversity in development teams, while 36% specified lack of awareness of bias in the algorithmic design process.

Quotes from articles to illustrate examples of findings are presented in italics: For example Avellan *et al.* (2020) state “*homogeneous teams will share the same blind spots or cognitive biases that will transfer to their design of the technology, creating unbalanced and unfair outcomes.*” Bias is introduced at many points, including the design process (Singh *et al.*, 2020) with the many roles in AI development teams demonstrating a lack of diversity (Dillon and Collett, 2019). Ntoutsi *et al.* (2020) suggest that “*representation-related biases creep into development processes because the development teams are not aware of the importance of distinguishing between certain categories*” and that lack of diversity in development teams is one of the causes.

For the datasets cause, the majority of articles (85%) referenced the lack of diversity in datasets. This is outlined by Leavy *et al.* (2020) “*The source of this kind of bias often lies in the way societal inequalities and latent discriminatory attitudes are captured in the data from which*”
algorithms learn”. Wellner (2020) agrees that gender bias arises from the training data, while Saka (2020) explains that algorithms trained on big data containing gender stereotypes and underrepresented gender minorities will perpetuate those biases in the future. The “Other” theme included gender bias arising from incorrect classification of data, often at the intersection of race and gender (Buolamwini and Gebru, 2018).

Social consequences of algorithmic gender bias
Social consequences of gender bias in AI algorithms were wide ranging in the articles as depicted in Figure 6.

The most commonly cited consequence was the amplification of gender bias, often creating a feedback loop: “Due to the feedback loop mechanism, the gender-biased results are fed back to the system, thereby deepening the biases” (Wellner, 2020). The next most commonly coded consequence, at 25%, was that search results were biased, which included text, translation and image search results, most commonly from Google search. Leavy et al. (2020) suggest that evidence of gender bias in recommender and search systems will have a profound impact on society, given the pervasiveness of these tools in everyday use. Otterbacher et al. (2017) found a similar issue with Bing, and how its image search algorithm tends to produce results that reinforce gender bias. Search text and translation results often illustrated gender bias in profession or occupation: “We then show that Google Translate exhibits a strong tendency towards male defaults, in particular for fields typically associated to unbalanced gender distribution or stereotypes such as STEM (Science, Technology, Engineering and Mathematics) jobs” (Prates et al., 2020). Gender bias had consequences in many fields, those that came up most frequently were criminal justice (15%), hiring (10%) and advertising (7%). Criminal justice tends to manifest intersectionally, with black women the most adversely affected (Fernández-Martínez and Fernández, 2020; Hamilton, 2019). In hiring, Leicht-Deobald et al. (2019) explain that recruitment algorithms may be “actively reifying the original gender bias” while Google’s advertising algorithm tends to bypass non-binary gender choices when personalising adverts (Shekhawat et al., 2019). In the “Other” category, bias was found in the areas of facial recognition, education, automated personal assistants and surveillance (Whittaker et al., 2018).

Social solutions to algorithmic gender bias
The final category considered papers proposing social solutions, with Figure 7 showing the emergent themes: 57% coded as improving algorithmic design and 33% as improving
due process. The remainder fell under the improving diversity in datasets category, with the solution emerging as ensuring the data is representative (Avellan et al., 2020) and that gender bias is removed in cleaning up datasets (Parsheera, 2018).

Within the algorithmic design theme, 4 main sub-themes emerged. These are depicted in Figure 8 below.

Improving diversity in development teams was the most commonly coded solution (30%). For example: “increasing gender inclusion in the development of AI technologies will introduce important and diverse perspectives, reduce the influence of cognitive biases in the design, training, and oversight of learning algorithms, and, thereby, mitigate bias-related risk management concern” (Johnson, 2019). Saka (2020) contends that recent studies on gendered algorithmic bias show that increasing the number of diverse designers and developers of algorithms can mitigate discriminatory outcomes.

Increasing awareness of bias within the algorithmic design and development process (23%) is demonstrated by Wellner and Rothman (2020): “Users and developers should be aware of the possibility of gender and racial biases, and try to avoid them, bypass them, or exterminate them altogether”.

Human-in-the-loop refers to the importance of humans in automated systems, especially in regulating AI (Rahwan, 2018) a term gaining prominence in socio-technical solutions. The human-in-the-loop solution coded at 23%, illustrated by Gilbert and Mintz (2019) who urge
“engineers to interpret themselves as part of this context, which includes the wider machine learning community as well as potentially-vulnerable populations of protected social categories”.

A final solution that emerged under the algorithm design sub-theme was to integrate ethics into the algorithm design process, at 21%, by creating and implementing a gender-inclusive code of AI ethics (Badaloni and Lisl, 2020).

The sub-theme of due process made up 33% of the social solutions to gender bias, with the codes emerging shown in Figure 9.

In the due process theme, 36% were aimed at improving fairness, accountability and transparency. Fairness is illustrated by Weyerer and Langer (2019) “the development of strict and fair decision rules of AI applications that limit any conclusion based on non-relevant personal characteristics such as race, gender, etc. is vital to prevent AI-based discrimination”. Regarding accountability, Raji et al. (2020) is an example of a study where they “contribute to closing the accountability gap in the development and deployment of large-scale artificial intelligence systems”. Transparency is a key recommendation by West et al. (2019): “Remedying bias in AI systems is almost impossible when these systems are opaque. Transparency is essential, and begins with tracking and publicizing where AI systems are used, and for what purpose”. Monteiro et al. (2021) agree, suggesting that transparency by design is required in preventing bias. Auditing as a due process solution to algorithmic bias (20%) is supported by Raji et al. (2020) who created a “framework for algorithmic auditing that supports artificial intelligence system development end-to-end, to be applied throughout the internal organization development lifecycle”. Legal regulations to address algorithmic bias made up 28% of the coding. For example, Busuioc (2020) suggested “Regulatory efforts are thus vitally needed to ensure that AI tools are brought to bear in a thoughtful and effective manner”.

Discussion
The socio-technical framework illustrates the importance of viewing issues such as AI bias from both a social and technical viewpoint. However the results of this review show that most previous research has focused on the technical aspects only, a narrow approach that has drawn criticism (Whittaker et al., 2018). While success of AI systems requires a combined socio-technical perspective, the human or social side should be the driver (Singh et al., 2020). Given the multidisciplinary nature of the studies in this review, a social view is appropriate given how many sectors and actors are affected (Raisch and Krakowski, 2021).

Within the social context, the results demonstrate that gender bias can be introduced at multiple points, from the datasets, algorithm design and use of AI (Singh et al., 2020).
corroborated by the results of the causes theme. Causes related to training data bias and lack of gender diversity in programming teams are corroborated empirically in a study by Cowgill et al. (2020).

Although all consequences of AI gender bias emerging from this review are serious, of concern is the most cited consequence: amplification via the feedback loop. “Algorithmic bias has the capacity to amplify and perpetuate societal bias, and presents profound ethical implications for society” (Leavy et al., 2020). The consequences emerging from the studies included in this review are far-reaching, multidisciplinary, and touch multiple industries and fields. This in turn creates further “discrimination and invisibilisation of women” (Gutierrez, 2021).

Social solutions link back to the social causes, for example diversity in AI development teams emerged as a leading cause and solution. This is corroborated by several recent studies, with Dillon and Collett (2019) contending that “Diversification of the AI workforce will be vital in order to design and implement technology which is equitable”. UNESCO (2020) recommend inclusiveness, and parity for women in AI development teams. As expected, another social solution around algorithmic design emerged as ensuring human oversight, classified as humans-in-loop. For instance, Bowen et al. (2020) recommend more cross-disciplinary “designers in the loop”. Further, the “right” humans are needed for intersectional representation (UNESCO, 2020) and socially responsible algorithms (Cheng et al., 2021).

The solutions start with acknowledgement and recognition that simply improving awareness of the problem is a good start. Leicht-Deobald et al. (2019) suggest that ethical awareness is a key aspect of overcoming AI bias challenges. Having human oversight extends to the due process category. There have been many studies dedicated to fairness, accountability, transparency and auditing of AI algorithms to mitigate bias (UNESCO, 2020; Jobin et al., 2019; Thelwall, 2018). After reviewing 24 studies, Khalil et al. (2020) determined that further research was needed into auditing of algorithms and benchmarking databases. Good governance, public and private sector policy and regulatory frameworks are being actively pursued in research and practice (West et al., 2019; Dillon and Collett, 2019) as part of the growing field of AI ethics.

Interestingly, many of the emerging solutions from this review have been the subject of calls for further research (Dillon and Collett, 2019; UNESCO, 2020) and action, indicating the need to pursue these social solutions (Cowgill et al., 2020).

**Conclusion and recommendations**

A more nuanced approach is needed when considering the issue of algorithmic gender bias, as the results of this review show that bias exists intersectionally, particularly for black females (Buolamwini and Gebru, 2018; Wang et al., 2022). Further, gender is not a binary issue, and further research and solutions are needed to ensure truly inclusive algorithmic decision making, accounting for all sub-groups (UNESCO, 2020). Future research should therefore consider gender bias intersectionally and include gender minorities.

The issue of AI bias should be considered from a social, interdisciplinary perspective (Cheng et al., 2021), as recommended by Whittaker et al. (2018) “expand the disciplinary makeup of those engaged in AI design, development, and critique, beyond purely technical expertise”. Treating algorithmic bias as a technical issue and focusing on debiasing training data is too simplistic and can still create discriminatory outcomes (Marda, 2021). Further, a techno-centric view fails to consider the important role of humans in the various stages of the AI lifecycle and the consequences for society (Marda, 2021). More women and gender minorities should be included in AI management and development teams to increase awareness, improve design and advance diversity and inclusion (Smith and Rustagi, 2021). Human oversight of algorithms in use, especially in critical decisions is recommended.
(Köchling and Wehner, 2020). Increasing diversity in development teams emerged as a leading solution, therefore ways to advance women’s careers in AI should be prioritised for further research (Leavy, 2018; Roopaei et al., 2021). This is particularly important given the structural and persistent gender inequality in AI (Young et al., 2021). Ensuring stereotypes of the past are not perpetuated in the solutions (World Economic Forum, 2018; OECD, 2019) will require effort from business and society, in the form of company and public policy with a focus on human-centred, ethical AI (OECD, 2019).
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