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Abstract

Purpose – To protect information and communication technology (ICT) infrastructure and resources against
poor cyber hygiene behaviours, organisations commonly require internal users to confirm theywill abide by an
ICT Code of Conduct. Before commencing enrolment, university students sign ICT policies, however,
individuals can ignore or act contrary to these policies. This study aims to evaluate whether students can apply
ICT Codes of Conduct and explores viable approaches for ensuring that students understand how to act
ethically and in accordance with such codes.
Design/methodology/approach –Theauthorsdesignedabetween-subjects experiment involving260 students’
responses to five scenario-pairs that involve breach/non-breach of a university’s ICT policy following a priming
intervention to heighten awareness of ICT policy or relevant ethical principles, with a control group receiving no
priming.
Findings – This study found a significant difference in students’ responses to the breach versus non-breach
cases, indicating their ability to apply the ICT Code of Conduct. Qualitative comments revealed the priming
materials influenced their reasoning.
Research limitations/implications – The authors’ priming interventions were inadequate for improving
breach recognition compared to the control group. More nuanced and targeted priming interventions are
suggested for future studies.
Practical implications –Appropriate application of ICTCode of Conduct canbemeasured by collecting student/
employee responses to breach/non-breach scenario pairs based on the Code and embedded with ethical principles.
Social implications – Shared awareness and protection of ICT resources.
Originality/value – Compliance with ICT Codes of Conduct by students is under-investigated. This study
shows that code-based scenarios can measure understanding and suggest that targeted priming might offer a
non-resource intensive training approach.
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1. Introduction
Advanced computing technologies bring risks of unethical cyber hygiene practices and
cybersecurity threats to individuals and organisations (Vallor and Rewak, 2018). To mitigate
these threats, most organisations require users of their information and communication
technology (ICT) resources to agree to an ICT Code of Conduct. In the case of universities,
agreeing to abide by the ICT Code of Conduct is typically one of several agreements signed
prior to enrolment by new students. An ICT Code of Conduct refers to the “rights, duties and
responsibilities of technology users” (Bia and Kalika, 2007, p. 3) and includes guidelines and
policies around the safe, ethical and efficient use of organisational IT infrastructure.
Adoption of these codes is impacted by factors such as organisational structure, standards,
technologies and size (Bia and Kalika, 2007). Nonetheless, individuals often ignore or violate
such policies and behave unethically in their use of ICT resources (Leonard and Cronan,
2005). This poses significant risks to individuals, such as through insecurity of their data, and
significant cybersecurity risks for organisations that can impact their reputational and
financial standing. Such non-adherence may be due to many younger ICT users not being
mindful of cyber safety or good cyber hygiene practices (Smith, 2018; Cain et al., 2018).
Further, ICT policy compliance can also depend on the relevant ethical values, sensitivities
and knowledge of individuals about what constitutes ethical ICT usage (Vallor and
Rewak, 2018).

To help motivate ICT compliance, students need more education around cybersecurity
risks (Snyder, 2004), the content of ICT policies, the importance of intellectual property rights
(Kruger, 2003), and the ethical foundations of ICT and cybersecurity policies (Formosa et al.,
2021). However, the time required to design and deliver such training necessitates significant
organisational commitment and investment of resources to potentially restructure curricula
and ensure students from all disciplines receive relevant training. But the current absence of
training related to ICT Codes of Conduct in many universities and organisations exposes
them to cyber risks.

To identify a potential viable means to raise awareness of cybersecurity risks, we draw
inspiration from the literature showing that priming, in which an individual is reminded of a
moral code, changes how people think about their own behaviour (Ariely, 2012), and this
change can encourage/discourage honest/dishonest behaviour (Mazar et al. (2008), including
in an information security context (Sharma et al., 2021). We build on this work to examine
whether priming individuals toward heightened awareness of either (1) relevant ICT policies
or (2) the ethical principles underlying those polices improves their ability to identify
cybersecurity breaches, when compared to receiving no priming. Guided by the work of
Nyinkeu et al. (2018), we present users with realistic cyberethical dilemmas, reflecting
breaches of ICT policies and cybersecurity ethical principles, to measure users’ ethical
sensitivity and the value of priming them to the content of either the ICT Code of Conduct or
the ethical principles underpinning those policies, compared to a control group receiving no
priming. In the following section, we review related literature and develop our research
questions. Section 3 presents our methodology, followed by results in Section 4. Section 5
discusses the results and responds to the research questions. Conclusions and future research
directions are provided in Section 6.

2. Background literature and research questions
Cybersecurity policies can impose ethical obligations on individuals to use their
organisations’ ICT infrastructure safely. Users’ understanding of the ethical foundations of
such policies can help to mitigate cybersecurity challenges and reduce the potential for
security breaches (Vallor and Rewak, 2018). To promote ethical behaviour, professional
bodies such as the Association for Computing Machinery (ACM) and Institute of Electrical

ICT code of
conduct

compliance

135



and Electronics Engineers (IEEE) have codes of ethics which members must uphold. Such
profession-based norms have a positive effect on users’ sense of obligation to maintain such
codes and their consequent computer security behaviour (Yoon and Kim, 2013). This sense of
obligation can be promoted by increasing individuals’ awareness of their ICT and related
ethical responsibilities (Vallor and Rewak, 2018). Students at universities are also subject to
ICT policies and are recognised as a particularly vulnerable cohort of users due to a lack of
good cyber hygiene practices (Garrison and Posey, 2006; Maennel et al., 2018; Smith, 2018).
Introducing better-informed ICT policy as curriculum at the university can boost students’
compliance towards usage of ICT resources and improve cybersecurity knowledge (Neigel
et al., 2020). It has been identified that university students show more ICT compliance when
they receive notifications to threats in response to ICT breaches, as this builds trust towards
university notifications (Han et al., 2015). Assisting students in identifying and ethically
dealing with cybersecurity challenges, such as protecting ICT assets, is important not only
for universities but also for the organisations that students will later join as employees.

Whether individuals practice good cyber hygiene depends on the individual’s moral beliefs
and behavioural intentions (Vallor and Rewak, 2018; Moody et al., 2018). A unified model of
security policy compliance (UMISPC) identifies that an individual’s role values (work and task
responsibilities), fear (avoiding negative stimulus behaviours) and habit (natural tendency to
be compliant) are the important predictors of compliance to information security systems
(Moody et al., 2018). Encouraging users to adopt ethical principles in their use of ICT
technologies can reduce cyber threats and enhance cyber hygiene practices (Vallor andRewak,
2018). Ethical principles enable organisations not only to anticipate significant mistakes but
also to efficientlymitigate them (Floridi et al., 2018). The organisation’s success depends on the
effective use of information resources, which must be used to foster individuals’ positive
attitudes and beliefs toward ICT policy compliance (Cram et al., 2017). While virtue ethics,
utilitarianism and deontological ethics are sometimes used to frame the ethical issues around
cybersecurity (Manjikian, 2018), in applied ethics a more common approach, especially in an
educational context, is the use of principlist frameworks (Formosa et al., 2021). In bioethics,
Beauchamp and Childress’s (2001) four principles of beneficence (benefiting people), non-
maleficence (not harming people), autonomy (allowing choice and consent) and justice (being
fair and unbiased) have been widely used. These four principles, along with a fifth principle of
explicability (involving intelligibility, transparency and accountability), have been applied to
the ethical use of artificial intelligence (AI) through the AI4People Framework (Floridi et al.,
2018; Floridi and Cowls, 2019). The five principles from this framework have recently been
extended to the context of cybersecurity (Formosa et al., 2021) and have been used as a basis to
teach cybersecurity ethics to individuals through a serious videogame (Richards et al., 2020).
Given the prevalence of principlist frameworks and their usefulness in a cybersecurity
educational context, we adopt this framework and its five ethical principles in our study. We
now turn to the development of our two research questions.

2.1 Security awareness and practice of university students
To understand how well students recognise cybersecurity issues and judge risks associated
with various ICT behaviours, Yan et al. (2018) conducted a scenario-based survey with 462
university students from north-eastern United States public universities. They found that
12% of the 16 scenarios were incorrectly judged by the students, and the judgements of 23%
of the students were below 50% accuracy. The study suggests that students were the
weakest link in the organisation regarding sound cybersecurity judgements. The survey
concluded that accounting students require cyber education and knowledge to support good
cyber practices (Yan et al., 2018).

Another survey conducted in Pakistan with 643 students and 378 teachers from four
public and private universities showed a lack of knowledge of ethics in IT and strongly
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recommended that universities provide awareness training about ethical IT use (Jamil and
Shah, 2014). Another study conducted in Islamabad involving 304 participants from four
universities showed that while students had a positive attitude towards cybersecurity, they
lacked adequate knowledge to use cyber technology safely (Jamal et al., 2016). These two
studies focused only on testing the cyber hygiene practices of students generally and did not
involve dealing with specific dilemmas related to cybersecurity issues.

A study conducted by Woodward et al. (2007, p. 196) to understand students’ cyberethics
knowledge and their ethical reasoning found that students with a good knowledge of ethics
valued ethical reasoning and made ethical IT-related decisions. However, this work and the
above studies did not link students’ understanding of ethical principles to their cyberethical
behaviour. To make this link, we draw together students’ obligations to use their university’s
ICT resources in an acceptable way, the ethical principles underlying cyber hygiene and
cybersecurity decision-making, and students documented poor cybersecurity awareness and
practices to develop our first research question:

RQ1. How can students’ sensitivity to the ethical principles underlying their behaviour
towards usage of ICT resources be measured?

2.2 Awareness of cybersecurity ethics
Raj et al. (2018) propose that best practices in cybersecurity for institutions should include
cyber education guidelines in the educational curriculum. Educating students through a
strong curriculum on cyber ethics, cyber hygiene, and cybersecurity effectively increases
ethical awareness in this area and changes student behaviour (Yan et al., 2018; Smith, 2018).
Universities should strive to educate students about these topics by using different
approaches, including the use of real-world examples of cybersecurity ethical issues and
realistic scenarios, and by engaging with students offline and outside classroom activities to
facilitate cyber education (Nyinkeu et al., 2018).

There have been numerous calls for universities to provide training in cybersecurity
ethics to students, academics and other employees (P�olkowski, 2015; Marquardson and
Gomillion, 2018). While organisations in general face the threat of ICT and cybersecurity
breaches (Moody et al., 2018), it is not feasible to use training designed to ensure paid
employees follow company policies as students are not paid employees of a university. It has
been recognised that there is a need for training to those who want to become future
cybersecurity professionals (Blanken-Webb et al., 2018). Examples of such training include
Pournaghshband (2013), who introduced cybersecurity and cyber hygiene concepts whilst
teaching programming concepts, and the recent curriculum and MOOC created by the
“Constructing an Alliance for Value-driven Cyber-security” (CANVAS) project (https://
canvas-project.eu). Some training tools have also been provided for non-ICT students. A
gaming teaching tool was designed to educate users on societal online platforms about cyber
threats and cyberattacks (Tioh et al., 2019; Nguyen and Bhatia, 2020). To enhance the skills of
students with non-technical backgrounds, “Riskio”was designed for participants to play the
role of a cyber attacker and defender (Hart et al., 2020, p. 1). The gaming card deck was
designed to help players identify cyber threats and practice good cyber hygiene (Hart et al.,
2020). To educate students about cybersecurity and change their behavioural intentions,
Alqahtani and Kavakli-Thorne (2020) also took a gamification approach and created the
CybAR app. The findings revealed students’ acceptance of games to learn about
cybersecurity awareness influenced their “behavioural intentions” (Alqahtani and Kavakli-
Thorne, 2020, p. 27). Another recent serious game to teach cybersecurity ethics based onRyan
et al. (2017) has been developed by Richards et al. (2020) but not yet evaluated.

While initiatives to develop a cyberscience curriculum containing ethics exist, such as the
ACM’s Cyber Education Project (Richards and Ekstrom, 2015), concerns remain since ethical
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decision-making is often minimal or missing from the curriculum and is not provided to all
students (Mead et al., 2015). Some advocates, such as Sobiesk et al. (2015) and Dupuis (2017),
recommend compulsory education in cyber hygiene education for all students; however,
Neigel et al. (2020) suggest this approach may not be feasible or enforceable across an
institution. Comprehensive institution-wide approaches to cyber ethics training are lacking.
Another issue concerns the timing of training. Kim (2013) conducted a study in a business
college comparing students who had training on information security (IS) with students who
learned these concepts from their friends, at work or in class, and concluded that
cybersecurity training should be provided at the beginning of the semester to help students
practice cyber hygiene andmonitor their cyber activities regularly. Finally, the content of the
training is an open question. McNamara et al. (2018) conducted a study where one group (34
students and 56 professionals) was given a brief introduction to the company’s ethical
standards, and the other group (29 students and 49 professionals) was given a link to the
ACM Code of ethics prior to responding to 11 ethical vignettes. The students who spent at
least 30 s reading the ACM Codes of Ethics were the training group. Not surprisingly, since
30 s is a negligible training duration, the study found no significant difference between the
two groups (McNamara et al., 2018). There was also no control group (i.e. no ethical
sensitisation activity), so it is not possible to see whether both forms of “priming” had been
equally successful or inadequate. If the priming had not changed ethical behaviour compared
to a control group, it raises the question of how much or what type of training is required to
have a significant impact on ethical cyber behaviours.

In the past, there has been some interest in improving students’ understanding of their
institutional ICT Code of Conduct (Healy and Iles, 2002) to address students’ cybercrimes
(Sembok, 2004). Healy and Iles (2002) note that two decades ago, institutions adopted different
ways to provide information related to ICT ethical issues to students, such as displaying
information in computing laboratories and a university’s intranet and handbooks. Similarly,
Snyder (2004, p. 4) suggested educating students about ICT policy terminologies, discussing
the consequences of breaching the policy, and helping them to practice good cyber behaviour
to become responsible “cyber-citizens”. Despite the current use of ICT codes of conduct as
central to ensuring appropriate and ethical use of university ICT resources, since these early
studieswere conducted, little research has directly explored ICT codes of conduct and student
cybersecurity behaviour.

Training students by providing cybersecurity ethical education, creating awareness of
ICT policies, and increasing good cyber ethical behaviour remain a pivotal challenge for
universities. To our knowledge, educational institutions do not provide all students with
training concerning ICT Codes of Conduct. This is in stark contrast to another area
concerning potential student misconduct, that of academic integrity, where significant
research and extensive resources have been invested to address the problem of academic
integrity in educational institutions. Even with mandatory educational modules at many
institutions, problems persist globally in academic integrity (Denisova-Schmidt, 2018). In
reviewing the efficacy of the multitude of interventions and training programs in academic
integrity, Sefcik et al. (2019) note a lack of focus on values and consequences of misconduct.
Zhang et al. (2021) see the greatest issue as a lack of awareness and suggest the use of an
academic integrity awareness index. This body of research suggests focussing on the ethical
values underlying codes of conduct may be helpful in an educational context. Thus, we seek
to follow that advice in exploring training students about appropriate ICT conduct.

Facedwith the reality of few resources andminimal institutional focus on compliancewith
ICT Codes of Conduct, despite the potential for harm, and building on findings from adjacent
areas of research, we consider whether a lightweight (i.e. non-resource intensive) approach
involving sensitisation or “priming” could be effective in changing behaviour in this area.
Priming refers to “an improvement in performance in a perceptual or cognitive task, relative

OCJ
2,2

138



to an appropriate baseline, produced by context or prior experience” (McNamara, 2005). This
involves a “prime”, or some type of stimulus that impacts knowledge activation, and a
“target”, or something that the prime is directed toward influencing (Minton et al., 2017,
p. 310). Dual-process theory suggests that individuals process information and form
judgements, including moral judgements (Kvaran et al., 2013), through both an unconscious
and automatic pathway often based on emotion and intuition (system 1) and a slower, more
conscious, deliberate and considered pathway (system 2) (Sharma et al., 2021). Although
system 1 thinking may be appropriate for routine information system uses, such as email
checking, it is likely to be inadequate for dealing with the more complex issues associated
with cybersecurity threats (Sharma et al. (2021). Priming can be used to disrupt system 1
thinking and prompt individuals to activate system 2 thinking, thus heightening the
likelihood that they will respond appropriately to, for example, cybersecurity risks they
might be facing (Sharma et al., 2021). Empirical work is emerging to support this logic, with
evidence that priming interventions can reduce risky behaviour related to information
security (Sharma et al., 2021), that priming individuals with the negative outcomes of risky
behaviours can prompt safer cybersecurity choices (Rosoff et al., 2013), and that “risk
priming” can momentarily affect users’ security update decisions (Shieh and Rajivan, 2021).
However, there is also evidence that priming may be ineffective against more sophisticated
forms of cyberattacks (Junger et al., 2017). These competing findings suggest that more
research is required to understand the contexts in which priming is effective for encouraging
cyber ethical behaviour.

To contribute to this area of research in a specific context, we focus on priming to increase
students’ awareness of and compliance with ICT codes of conduct to encourage better
cybersecurity ethical judgements. Specifically, we explore whether being reminded of the ICT
policy itself or being exposed to the underlying ethical principles informing such a policy are
effective for encouraging ethical behaviour when compared to no priming being provided.
This leads to our second research question:

RQ2. Does priming students about (1) an ICT Code of Conduct or (2) relevant ethical
principles influence their judgements about ICT policy compliance?

3. Methodology
A mixed-method approach was employed to address the research questions. We used the
experimental vignettes methodology (EVM) (Aguinis and Bradley, 2014), an extensively used
survey technique requiring participants to make “explicit decisions, judgments, and choices
or express behavioural preferences” (Aguinis and Bradley, 2014, p. 354). The EVMallowed us
to assess participants’ willingness to make ethical decisions following their university’s ICT
policy. A quantitative, between-subjects experiment examined participants’ responses to five
scenarios representing breach/non-breach of a university’s ICT policy, following different
priming interventions. Following their scenario responses, participants were invited to
provide qualitative open-ended responses to allow deeper interrogation of how they
approached the scenarios. A between-subjects design is suitable for our study as the same set
of vignettes was read by all participants, generating one dependent variable for breach or no-
breach. This uncovers the judgements made by participants (participant level) and affords
comparisons across responses (vignette level).

As withmost institutions, the large suburbanAustralian university used in this study has
a list of ICT policy guidelines on the acceptable use of ICT resources and services. During
enrolment, students agree to abide by the ICTpolicy and to use ICT resources and services for
authorised purposes only. We conducted a study with student participants (Section 3.1) to
understand how well they comprehend and abide by their university’s ICT Code of Conduct.
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We conducted (coronavirus compatible) online learning that primed two of the three groups
with different content (G1: ICT policy group; G2: ethical principle group and G3: control
group) as described in the experimental design and procedure in Section 3.2. Materials
including the scenario and training design are included in Section 3.3. We received ethics
approval for our study.

3.1 Recruitment
The focus of this study is on university students’ understanding and application of the
university’s ICT Code of Conduct. We thus sought to recruit students using an available
recruitment portal which provided access to students studying first-year psychology units
who could choose our study from a list of approved studies to receive half an hour course
credit. The majority of students in the available units are psychology students, but students
from other departments might also enrol in these units and thus choose to participate in our
study. As humanities and social sciences students, the participants recruited through this
pool will be students who need ICT for their work, but who have not received formal training
about cybersecurity at university. Thus, this convenience sample provided suitable
participants for our study as research identifies that individuals without an ICT
background (such as our cohort) are those most in need of such training. Further, as
presented in the results, despite average scores for general knowledge of computers and of
ethics, the cohort had low scores for knowledge of IT, cybersecurity, ethics in IT and ICT
policy.

3.2 Experimental design and procedure
We examined whether students could identify the ethical issues (measuring their moral
sensitivity) and could judge what to do (measuring their moral judgement) in a range of
scenarios. We used the five AI4People ethical principles applied to cybersecurity
(beneficence, non-maleficence, autonomy, justice and explicability) (Formosa et al., 2021) to
identify ICT misuses from the university’s ICT policy “misuse schedule” (https://policies.XX.
edu.au/download.php?id5371&version51&associated) to design five scenario pairs. Each
pair provides an example of a breach and a non-breach use of an ICT resource connected to
the ethical principle. Each scenario had responses stating whether using ICT services and
resources for this purpose is something the respondent agreed or disagreed with. The
scenarios involved ethical dilemmas, which add complexity to the decision-making process
and the consequences of taking a certain action. This allowed us to answer RQ1: How can
students’ sensitivity to the ethical principles underlying their behaviour towards usage of ICT
resources be measured?

To test whether priming, and what kind, might influence participants’ ethical responses,
we conducted a between-subjects experiment with two factors (priming type: ICT policy or
ethics principles) resulting in two experimental groups (group 1 and group 2) and one control
group (group 3) which received no priming. Group 1 only received information about the
university’s ICT policy, relevant to the five scenario pairs, followed by a short quiz; Group 2
only received information about the five cybersecurity ethical principles (Formosa et al., 2021)
followed by a short quiz; and Group 3 received no information. Participants were randomly
and evenly allocated to one of the three groups using Qualtrics Survey Software (QSS). This
allowed us to answer RQ2: Does priming students about (1) an ICT Code of Conduct or (2)
relevant ethical principles influence their judgements about ICT policy compliance?

Our experimental design is summarised in Figure 1. As controls, and to better understand
our cohort, we captured potentially relevant data about participants. Participant familiarity
and use of specific University ICT resources were measured on a 5-point Likert scale from
“never” to “everyday”. Knowledge of relevant topics (see Figure 1) was captured on a 5-point
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Likert scale from “terrible” to “excellent”. Other scale details are in the referenced
publications. To measure knowledge of cyber hygiene, we used the 18-item cyber hygiene
inventory (CHI) (Vishwanath et al. (2020). To measure moral identity and commitment to
principled ethical behaviour, we used the 18-item Integrity scale (Schlenker, 2008).

Singhapakdi and Vitell (2007) institutionalisation ethics scale measured students’
commitment toward their university, as this could impact their ethical choices. However,
we used only three constructs and 12-items from the internal scale viz. “importance of ethics,
esprit de corps (team-spirit), and organizational commitment” (Singhapakdi and Vitell, 2007,
p. 284), but not the fourth construct “job satisfaction” and the external scale, as these were
irrelevant for student participants. Finally, we used the Moral Foundations Questionnaire
(https://moralfoundations.org/questionnaires/) to measure participants’ different moral
foundations underlying their moral judgements.

We used IBM® SPSS® statistics version 25 (IBMCorp. Released, 2020 IBM SPSS Statistics
for Windows) for statistical analyses and Microsoft Excel for data pre-processing. We
conducted Kolmogorov and Shapiro–Wilk normality tests to determine the normal

Information and Consent Form

Demographic and Questions on usage of
University’s IT Services and Resources 

Control Group 3Group 2Group 1

Awareness training on
University ICT policy
+ Short quiz

Awareness training
on Ethical principles
+ Short quiz

No awareness
training

Scenario Questions

Questions on Cyber
Hygiene Practice

and Subjects

Integrity Scale QuestionsMeasure moral
Identity

Implicit Questions on
Institutionalization of Ethics Scale

Measure implicit
dimensions

Moral Foundations
Questionnaire (MFQ)

Measure relevance
and moral
judgement

Measure knowledge about IT,
Cybersecurity, Using Computers,
Ethics, Ethics in IT,
“University’s Acceptable Use of
IT Resources Policy”

Cyber Hygiene Inventory (CHI) scale factors
(F1-F4) which measures:
F1= ” Storage and device hygiene”
F2 = ” Transmission hygiene”
F3 = “Facebook and social media hygiene”
F4 = ” Authentication and credential hygiene”
F5 = ” Email and messaging hygiene

Measure moral sensitivity
and moral judgement

Figure 1.
Experimental
design model

ICT code of
conduct

compliance

141

https://moralfoundations.org/questionnaires/


distribution of data on scales. T-tests were used when comparing two groups, and ANOVA
was used, plus post-hoc tests for significant results, when there were more than two groups.
The significance level was set at 0.05. Thus, we performed one-way ANOVA to identify any
significant differences between the three treatment groups in response to the scale items and
independent t-tests across the cohort to identify significant gender (male/female) differences
(as the latter has been identified in other work, e.g. Neigel et al., 2020). To analyse responses to
scenarios, we compared mean scores and standard deviations across groups for breach vs
non-breach scenario responses and used a one-sample t-test to compare the overall breach
versus non-breach scores. Thematic analysis was used to analyse the qualitative responses to
the scenarios (Braun and Clarke, 2006).

3.3 Materials
Materials created for our experiment included the scenarios and two sets of priming
materials, one on the university’s ICT policy for group 1 and another on the five ethical
principles identified above for group 2. These materials are provided in Appendix. A team of
four individuals (three academics with combined expertise in cybersecurity, ethics and
organisational behaviour, and one higher degree research candidate) iteratively created and
reviewed the scenarios. The first version of the scenario is an ICT policy breach case and the
second version is a non-breach case. A breach refers to a violation of the ICT policy. Figure 2
shows the pair for scenario 3 and the ethical principles embodied in the scenario. Section 4
presents results for all scenario pairs.

The scenarios are designed bymapping the university’s “misuse” of ICT policy to our five
ethical principles. For example, scenario 3.1 and 3.2 mapped the “misuse” of ICT policy that
states ICT resources should not be used in ways that constitute “(x) breaching the
University’s Privacy Policy” to the underlying ethical principles of beneficence and non-
maleficence (major) and justice and autonomy (minor). Due to the complexity, most scenarios
had more than one ethical principle that could be mapped on to that ICT policy breach. The
breach and non-breach scenarios also involve ethical dilemmas, where a breach scenario
might involve unauthorised use of ICT resources and services for personal benefit or to cause
harm to others, and non-breach scenarios might involve acceptable usage of ICT resources
and services.

The 10 scenarioswere presented in a fixed order to ensure that breach and no-breach cases
alternated, and that breach and no-breach pairs were spaced at amaximumdistance apart for
participants. After reading each scenario, students selected their level of agreement with the
question “Is using University IT services and resources for this purpose something you agree or
disagree with?” on a seven-point scale from strongly agree to strongly disagree. Participants
could then explain their answers in a free text response. To avoid fatigue, we limited the

Figure 2.
Scenario-pairs –
mapping university’s
IT policy with
cybersecurity ethical
principles
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number of scenarios per participant to ten (or five pairs) that took approximately 10 min in
total out of the 30 min study to complete.

Participants from group 1 were primed by being first shown the parts of the policy which
were relevant to the above five scenario pairs. They were then asked to complete a short
three-question multiple-choice quiz to ensure policy understanding. Participants from group
2 were primed by being introduced to and given cybersecurity-specific definitions for the five
ethical principles from the AI4People framework as applied to the cybersecurity context (see
Formosa et al., 2021). Participants then completed a short three-question multiple-choice quiz
to ensure understanding of the five principles.

4. Results
4.1 Participant demographics
We first present demographic data to describe our sample. In total, 260 valid responses were
received (excluding 13 records with incomplete data, resulting in imbalance in numbers
across groups). Demographics of the group 1, group 2 and group 3 participants are shown in
Table 1.

Participants were aged 17 [1]–56 years old, and the distribution of age groups across the
groups was similar (average mean 21.5, average SD 6.56). In Australia, students over the age
of 21 are considered mature age students (OpenUniversitiesAustralia), and students of any
age can enrol for studying at the university. We have not discarded any data because all
students were in the same first-year classes, and this represents the distribution that is likely
to be found in Australian universities (studyanywhere). In terms of cultural groups, 52.01%
of respondents were from Oceania (including Australia), with South-East Asia (15.02%),
North African and Middle Eastern (8.79%) and Northwestern Europe (5.49%) being the next
most common. All the participants were enrolled in a first-year psychology unit and gained
entry to psychology program and thus have achieved good and similar educational outcomes
previously. Hence, we did not examine their pre-university education as it was not relevant.
Participant familiarity and use of specific university ICT resources are summarised in
Table 2.

4.2 Results: group differences on outcome variables
Table 3 shows that all scales, except cyber hygiene, followed the normal distribution. Except
for the Integrity scale, all scales showed high reliability (α > 0.75). The Integrity scales’
reliability increased (from α 5 0.66 to α 5 0.7) by deleting non-correlated items.

One-way ANOVA tests found no significant differences between the groups for the Moral
Foundations Questionnaire, Integrity Scale or students’ knowledge of relevant topics
(see Table 4).

Group M F
Age Main area of study**

Totalμ SD PSY BS At COMP Other*

ICT policy (G1) 30 (37%) 51 (63%) 21.51 5.86 63 3 1 1 13 81
Ethical principle (G2) 39 (42%) 53 (58%) 21.28 6.39 67 7 1 1 16 92
Control (G3) 35 (40%) 52 (60%) 21.94 7.36 65 7 3 0 12 87
Total 104 (40%) 156 (60%) Avg 5 21.5 Avg 5 6.56 195 17 5 2 41 260

Note(s): M 5 male, F 5 female. * Human Science, Health, Science, Speech and Hearing, Law, Sociology,
Criminology, Education, Allied Health, Clinical Science, Medical, Anatomy, Linguistics. **PSY5Psychology,
BS5Business, AT 5 Arts, COMP5Computer

Table 1.
Demographics across

groups
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For the Cyber Hygiene Scale, we found no significant differences between the three groups,
but we did find a significant difference for the storage and device hygiene construct of the
cyber hygiene scale for p 5 0.001 when compared by gender. Here males (mean 5 11.10,
SD 5 4.29) score was higher than females (mean 5 9.08, SD 5 3.92) indicating their
awareness of storage and device hygiene practices. Males exhibited better cyber hygiene
practices than females (Cain et al., 2018). Males showed good cyberhygiene practices such as
virus scan on newUSB, downloading licensed software, creating strong passwords, checking
the authentication while doing online transactions, installing firewalls and setting up two-
factor authentication (Vishwanath et al., 2020; Cain et al., 2018). Females showed good
cyberhygiene practice for managing their social media account and checking for emails from
unknown senders (Vishwanath et al., 2020). It is also observed that women showed higher
consciousness towards improper use of computer technology (such as data encryption,

IT services and resources Percentage

iLearn LMS 65.57% (everyday), 27.47% (often)
Wi-Fi 6.23% (everyday), 27.11% (often)
Virtual private network (VPN) 72.89% (never), 17.22% (rarely)
Website 6.96% (everyday), 26.74% (often)
IT Helpdesk 41.03% (never), 37.00% (rarely)
Library 4.40% (everyday), 39.93% (often)
Email 30.77% (everyday), 40.66% (often)
Licensed software* 15.75% (everyday), 28.21% (often)
Computer labs 64.47% (never), 23.44% (rarely)

Note(s): * Office 365, Endnote, etc

Profiling measures
Kolmogorov–Smirnova Shapiro–Wilk

Statistic Df p-value Statistic Df p-value

Cyber hygiene Scale 0.042 260 0.200* 0.984 260 0.006
Integrity Scale 0.063 260 0.015 0.993 260 0.233
Institutionalisation of Ethics Scale 0.065 260 0.011 0.990 260 0.080
Moral Foundation Questionnaire Part 1 0.053 260 0.079 0.992 260 0.163
Moral Foundation Questionnaire Part 2 0.051 260 0.200* 0.994 260 0.394

Note(s): * This is a lower bound of the true significance. a. Lilliefors Significance Correction

Knowledge on subjects

ICT policy
group(G1)

Ethical
principle
group(G2)

Control
group(G3)

One-way
ANOVA

M SD M SD μ SD f-value p-value

Knowledge of IT (1–5)i 2.62 0.94 2.76 0.89 2.72 0.91 0.562 0.571
Knowledge of computers (1–5)i 3.51 0.85 3.47 0.88 3.64 0.77 1.073 0.344
Knowledge of cybersecurity (1–5)i 2.70 1.0 2.65 0.91 2.66 0.86 0.080 0.923
Knowledge of ethics (1–5)i 3.59 0.94 3.70 0.78 3.72 0.91 0.517 0.597
Knowledge of ethics in IT (1–5)i 2.80 0.88 2.62 0.82 2.80 0.92 1.305 0.273
Knowledge of university’s IT policy (1–5)i 2.77 0.93 2.76 0.96 2.72 0.91 0.050 0.951

Note(s): i min and maximum range of possible values

Table 2.
Usage of IT services
and resources of the
university

Table 3.
Normality test for the
scales

Table 4.
Comparison of means
for knowledge about
subjects across groups
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inserting a virus, banned games) (Gattiker and Kelley, 1999). These human factors can be
used to predict males’ and females’ attitude and knowledge towards cyberhygiene behaviour
(Neigel et al., 2020).

For the Institutionalisation of Ethics scale, we found no significant gender differences,
but we did find a significant difference between the three groups for the organisational
commitment (OC) construct, p 5 0.047. This shows the positive relationship between
students’ ethical values and their commitment towards the university (Singhapakdi and
Vitell, 2007). People with organisational commitment have compliant behaviour towards
the information security policy (ISP) and exhibit positive influence to their subordinates
(Liu et al., 2020). However, individuals who are more committed towards the organisation
have higher levels of responsibility to protect the organisation from threats (Posey et al.,
2015). The response given by high organisationally committed individuals are used to
mitigate the threats that may affect the organisation from the individual with less
organisational commitment (Posey et al., 2015). As we found the significant result for
organisational commitment, we conducted post-hoc Tukey HSD test and found that group
1 and group 3 had p-value 5 0.052, which is close to p < 0.05. Hence, we conducted a
Bonferroni adjustment post-hoc test for the third construct of the scale and found that
group 1 and group 3 had p-value 5 0.059, which showed that the two groups were not
significantly different. Therefore, we conducted a Dunnett-t (2-sided) post-hoc analysis test
for the same construct which compares the experimental groups (G1 and G2) with the
control group (G3) and observed a significant difference between group 1 and group 3
(p-value5 0.037). However, there was no significant difference between group 2 and group
3 (p-value 5 0.11).

4.3 Results: group differences based on scenario responses
The one-sample t-test results showed significant differences between participants’ responses
for all breach vs non-breach scenario pairs (p< 0.001). Independent sample t-tests to compare
scenario responses based on gender found no significant differences. A comparison of mean
scores and standard deviations across groups for breach vs non-breach scenario responses is
shown in Table 5. The lowest mean scores for the breach versions were 3.11 (G1), 2.91 (G3),
2.00 (G3), 1.704 (G3), and 2.75 (G3), indicated in orange colour in Table 5. Based on a 7-point
Likert scale, all groups disagreed with the behaviour in breach scenarios. However, the

Note(s): *There is a significant difference at p < 0.05. Bluecolour = highest non-breach, 
orangecolour = lowest score breach 

Scenario-pair Version ICT policy 
group(G1)

Ethical 
principle 
group(G2)

Control 
group(G3)

One-way 
ANOVA

μ SD Μ SD μ SD f-value p-value
1. Hosting a website 1.1 3.11 1.50 3.47 1.82 3.37 1.84 0.95 0.38

1.2 5.19 1.71 5.38 1.82 5.38 2.04 0.30 0.73
2. Downloading series to 
watch

2.1 3.21 1.77 3.43 1.78 2.91 1.76 1.98 0.13
2.2 3.93 1.64 4.49 1.55 4.06 1.92 2.61 0.07

3. Sharing email list of 
fellow classmates to others

3.1 2.41 1.53 2.42 1.54 2.00 1.17 2.47 0.08
3.2 4.41 2.04 4.82 1.93 4.38 2.20 1.25 0.28

4. Inserting unattended USB 
into university computer

4.1 2.30 1.55 1.88 1.16 1.70 1.05 4.41 0.01*
4.2 3.85 1.80 3.77 1.95 3.23 1.82 2.84 0.06

5. Third party software 
download

5.1 3.21 1.67 2.83 1.69 2.75 1.96 1.59 0.20
5.2 5.07 2.10 5.41 1.98 5.43 1.85 0.846 0.43

Table 5.
One-way ANOVA

comparing breach vs
non-breach

group means
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control group’s mean scores for breach scenarios were lower than the experimental groups
for all scenarios except scenario 1.

There was only a statistically significant difference for breach scenario 4.1 between the
three groups which shows that participants considered inserting the unattended USB as a
maleficent act and this shows their right judgement (Gattiker and Kelley, 1999). The
maximum mean score for the breach versions were 3.47, 3.43, 2.42, 2.30, and 3.21 (all below 4
and an average of 2.96 < 3 which indicates disagreement with breaching behaviour) which
showed all three groups were able to identify the breach in the scenarios. The highest mean
scores (indicated in blue colour in Table 5) for non-breach versions are 5.38 (G2, G3), 4.49 (G2),
4.82 (G2), 3.85 (G1), and 5.43 (G3).

There was no significant difference for non-breach versions between the groups. The
lowest mean score for the non-breach versions of the scenarios were 5.19, 3.93, 4.38, 3.23 and
5.07 (average> 4)which showed the three groupswere able to identify the ethical dilemma for
non-breach scenarios 1.2 and 5.2 which were about hosting a website as part of their
assignment from their lecturer and downloading licensed software. However, the three
groups failed to identify ethical dilemma for other non-breach scenarios 2.2, 3.2 and 4.2 which
were about downloading series of episodes in low resolution using university Wi-Fi, sharing
fellow classmates email addresses with their acknowledgement and inserting unattended
USB to learn about virus mitigation. Figure 3 (a-e) represents the box-plot comparisons of
scenario-pair (breach vs non-breach, 1.1 to 5.1 vs 1.2 to 1.5, respectively) versions for the three
groups G1, G2, and G3 (called setting 1, 2 and 3, respectively). We can see that the mean score
is higher for all the non-breach cases than the breach cases for all scenarios. In scenario 2, the
mean breach and non-breach scores were close, particularly for G1, and there was more
overlap between the breach and non-breach scores. Looking at this scenario, the student had
to make a judgement call about how much download use is reasonable.

We did post-hoc tests to examine whether groups had significant differences across each
scenario.We only found a significant difference between the ICT policy group and the control
group for scenario 4.1 (p5 0.012, p < 0.05). Due to the wide age span, we conducted sample
t-test of the responses to the 10 scenarios between age groups 17–20 (187 participants) and
21þ (73 participants); and 17–34 (239 participants) and 35þ ((21 participants). The results
comparing age groups 17–20 and 21þ showed significant difference for scenarios 1.1, 1.2, 2.2,
and 3.1 (see Appendix 2 Table A1). The results comparing age groups 17–34 and 34þ (see
Appendix 2 Table A2) showed significant differences for scenarios 1.1, 1.2, 2.2, 5.1 and 5.2.
These are discussed later.

4.4 Results: qualitative data
At the end of every scenario, participants were asked to explain the reasoning for their
choices. We received 240 useable responses for each scenario. Although the statistical
analyses did not reveal significant differences following priming, participants’ comments
tended to use language from the priming as part of their reflections. This indicated the
priming had some impact. For example, the ICT policy group used terms from their priming
information, such as “misuse of IT, breach of privacy/confidentiality, and, infringement of
privacy without their consent”; the ethical principle group used terms from their priming
information, such as “invasion of privacy, consent, beneficial, autonomy, harmful, not right,
not fair, and justice”; and the control group (who received no information) used terms such as
“illegal acts, breach of academic policy”. Two participants (1 – male, 1 – female) expressed
unawareness of IT policy and commented “I do not know the university wi-fi policy”, “I do not
knowwhat the university’s guidelines (are) on using their Wi-Fi”, and “I do not know enough
about the risks of computer viruses”. In some cases, participants were unable to make
judgements, expressed in phrases such as “there is a bit of confusion”, “I am bit on the agree/
disagree side for this scenario” or just wrote “agree” or “not sure”. Table 6 outlines the themes

OCJ
2,2

146



1

186
0

2

4

6

Scenario1.2
Scenario1.1

2
Setting

3

1

149
218

13

168

107
16

0

2

4

6

Scenario3.2
Scenario3.1

2
Setting

3 1

63

173
72
196

251 184

14

221

239

109
259

0

2

4

6

Scenario4.2
Scenario4.1

2
Setting

3

1

71
216 2000

2

4

6

Scenario5.2
Scenario5.1

2
Setting

3

1
1

2

4

3

5

6

7

Scenario2.2
Scenario2.1

2
Setting

3

Scenario 1.1 vs. Scenario 1.2 Scenario 2.1 vs. Scenario 2.2

Scenario 3.1 vs. Scenario 3.2 Scenario 4.1 vs. Scenario 4.2

Scenario 5.1 vs. Scenario 5.2 

(b)(a)

(d)(c)

(e)

Figure 3.
(a–e): Graphs

comparing breach and
non-breach versions of

scenario-pairs using
box-plot

ICT code of
conduct

compliance

147



Themes/Principles ICT policy group 1 Ethical principle group 2 Control group 3

Unethical/
misconduct Non-
Maleficence; Justice

19 comments. Example:
“the software is pirated
and therefore unethical/
could be constituted as a
misconduct”

15 comments. Example:
“it was unethical to use
someone’s equipment and
possibly damage
university services and
recourses”

27 comments. Example:
“using university Wi-Fi
for personal use and is
unethical”

Breach of consent
Autonomy

33 comments. Example:
“exploitation of obtaining
the private information of
other students without
their consent”

50 comments. Example:
“sharing private info
without consent is not
right”

50 comments. Example:
“someone else’s USB
should not be used
without their consent”

Invasion of privacy
Non-Maleficence;
autonomy

30 comments. Example:
“breached someone’s
privacy of looking at their
USB”

26 comments. Example:
“This is a major breach of
privacy and those emails
may be highly unwanted
by many students”

24 comments. Example:
“It is an invasion of
privacy as none of the
classmates have given
their permission”

Non-beneficial,
causing harm, and
potential risk Non-
Maleficence
Beneficence

4 comments. Example:
“beneficial in study and
not causing harm”

12 comments. Example:
“university IT services is
there to help support
students for educational
purposes and it should not
often be utilised to
benefit”

8 comments. Example:
“could harm future
students using the same
computers”

Piracy is illegal
Justice

17 comments. Example:
“pirated software sounds
illegal”

23 comments. Example:
“Should not use pirated
software, this is illegal”

22 comments. Example:
“Pirating stuff is illegal
and 3rd party software
can be malicious”

Against the norms of
university and IT-
policy
Justice
beneficence

7 comments. Example:
“commercial benefit is
against the IT policy”

7 comments. Example:
“personal use of wifi
connection in their codes
of conduct then i dont see
the problem”

11 comments. Example:
“using pirated software
for assessments should is
breach of academic
policy”

Dishonesty and theft
Justice; beneficence

0 comments* 0 comments* 8 comments. Example:
“dishonesty and unethical
because student not
should builds and tests
the website on University
servers for their own
personal benefit”

Infringing/copyright
laws Justice

7 comments. Example:
“They cannot use the
university software
because of the copyright
belong to university”

1 comment. Example: “as
it is pirate content, the
university may be liable
for penalties as they are
breaking the copyright
law”

0 comments*

Authorised use only
Autonomy

4 comments. Example:
“University IT services
are for authorised use
only”

2 comments. Example:
“authorised the third
party downloads, is ok”

0 comments*

Note(s): Numbers represent the number of times this theme was mentioned in the comments given by
students *The themes with 0 comments are listed because the theme was not mentioned by participants in the
given group/s

Table 6.
Frequency and sample
quotes from
participants’
comments showing
higher-level themes
between the three
groups
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generated by each group and the total number of participants who used these themes in their
comments. The uncovered themes were mapped to the relevant ethical principle. The
frequency is determined by the number of occurrences of that particular theme in the
comments given by the participants.

The majority (more than 90%) of responses affirmed that using the university’s IT
resources and services unethically was something they disagreed with. Examples of common
responses from people who disagreed with the non-breach scenarios include “The software,
as provided by the University, is for the purpose of study and assessment, not for commercial
usage” (Scenario 1.2: Hosting a website); “It is a little excessive to download 10 episodes and
that too on high resolution” (Scenario 2.2: Downloading series to watch); “it’s a breach of
privacy because students have not given their consent” (Scenario 3.2: Sharing email list of
fellow classmates to others); “This could potentially harm the University servers as unknown
information could appear on this USB drive” and users should “inform the IT department”
(Scenario 4.2: Inserting unattended USB into university computer); “Pirated software is
illegal” (Scenario 5.2: Third party software download).

However, some participants agreed with the behaviour described in the breach case
scenarios. Examples of these comments include: “people pay a lot of money to [go to]
university, they have a right to use the Internet regardless of their personal use”, and “it is
beneficial to a student to use (the) server to host website of their employer” (Scenario 1.1:
Hosting a website); “as long as the student is not breaking any laws or rules and students can
use the WIFI as they please whilst they are at university as they pay fees” (Scenario 2.1:
Downloading series to watch); “Agree because you are helping them by giving them jobs
opportunity and it’s helpful finding career pathways through sharing” (Scenario 3.1: Sharing
email list of fellow classmates to others); “I think it’s okay to use USB’s but if it’s causing
viruses then that’s a problem and it is for educational purpose” (Scenario 4.1: Inserting
unattended USB into university computer); “downloading pirated software using university
network is Ok and students pay for it and used for educational purposes/assignment
purpose” (Scenario 5.1: Third party software download).

The themes were used to show that the participants reflected on the key terms from the
ICT policy or ethical principles. Themes were identified for all groups. Themes with
0 comments indicate that the theme was not mentioned by the members of that particular
group, although members of other groups do mention the theme (which is why we include it).
For example, the theme around infringing copyright was mentioned by both members of the
ICT policy group 1 and the ethical principle group 2, but were notmentioned by control group
3 (hence the 0 comments for that respective group was indicated with respect to the theme).

Despite the fixed ordering of scenarios to ensure breach and non-breach scenario pairs
were separated, some participants connected the two and identified the differences between
the two versions of the scenarios. For example, one participant noted that “The key difference
in comparison to the first Netflix scenario, is that the student is now using higher quality
streaming (that) may impact the speed of the Internet” (Scenario 2.1 vs 2.2), which clearly
shows the participant was reflecting on the differences between the breach and non-breach
versions. Lastly, 44 participants were “unsure” about their decisions, and nine said, “I do not
understand or know”.

5. Discussion
Results showed significant differences between the breach and non-breach responses for all
scenarios. Positively, across groups students showed significantly greater agreement with
non-breach scenarios than breach scenarios, suggesting they could discern appropriate from
inappropriate ICT resources usage. However, the inclusion of priming (on ICT policy or the
five ethical principles) did not yield a significant difference overall. For the one observed
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significant difference in responses between the control and ICT policy group, it was
counterintuitively the control group who were better able to identify the breach. We now
return to our two research questions.

To answer RQ1 (How can students’ sensitivity to the ethical principles underlying their
behaviour towards usage of ICT resources be measured?), we captured students’ responses to
five scenario pairs containing ethical dilemmas relating to breach and non-breach usage of
the university’s IT resources. Each scenario pair was based on one of the university’s
specified “misuses” of IT resources and then mapped to the five ethical principles as
summarised in Table 7.

Scenario pairs 1 and 2 sensitised participants to the ethical principles of non-maleficence
(e.g. harming other students or the university) and justice (e.g. unfair advantages). Scenario
pair 3 sensitised participants to the principles of beneficence (e.g. possible employment
benefits from sharing), non-maleficence (e.g. students receiving unsolicited emails), justice
(e.g. privacy right violations) and autonomy (e.g. no consent to share). The fourth scenario-
pair sensitised participants to the ethical principles of beneficence (e.g. benefits from using
the drive), non-maleficence (e.g. it could infect the university’s computers), explicability (e.g.
their actions lack accountability) and justice (e.g. violate the university’s property rights). The
fifth scenario-pair sensitised participants to the ethical principles of justice (e.g. software
owner’s rights), autonomy (e.g. lack of consent) and non-maleficence (e.g. financial harms to
software developer). Differences in responses to scenarios can be due to influence of human
factors such as personal ethical beliefs and intentions to adopt ICT policies (Johnson, 2018;
Schlenker, 2008). Some responses also indicate the influence of prosocial altruistic behaviour
which might have led to participants’ decision not to use university’s ICT resources for
personal usage, not to disclose their fellow classmates details to others and being thoughtful
to others by returning the unattended/lost USB (Bar-Tal, 1976; Rosenhan, 1972).

Our results showed that these scenarios provided a means to connect an ICT Code of
Conduct with ethical principles and tomeasure students’ ethical responses to appropriate and
inappropriate usage of ICT resources. Validating our scenario design, participants’ breach
scores were significantly less than the non-breach scores for all scenario pairs. The average
scores for all breach scenarios showed disagreement (below 4 on a 7-point scale) with the
described usage, while average scores for four of the five non-breach scenarios showed
agreement (above 4 on a 7 point-scale). These results show that on average students were able
to identify the ethical dilemma in the breach scenarios and students could recognise
appropriate uses of ICT resources in the non-breach scenarios. Scenario 4, concerning using
an unidentified USB, is an exception and is discussed further below. The scenario instrument
was able to measure students’ knowledge of appropriate ethical usage of ICT resources and
services. Universities can use this instrument (adapted to their ICT Policy) to create

Scenarios/Principles NM JUS BEN AUT EXP

Using IT for hosting a website for unauthorised/authorised purposes X X
Impose an unreasonable burden or not on IT resources by downloading
a series on Netflix

X X

Breach or not breach the privacy policy by sharing fellow classmates’
email addresses

X X X X

To take care and maintain IT resources by not inserting an unattended
USB flash drive

X X X X

Infringement of intellectual property rights by downloading pirated
software or licenced software

X X X

Note(s): Non-Maleficence – NM, Justice – JUS, Beneficence – BEN, Autonomy – AUT, Explicability – EXP

Table 7.
ICT policy scenarios
for measuring
students’ ethical
sensitivity towards
usage of ICT resources
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awareness training for ethical ICT usage among students without an ICT background, as
they are the most vulnerable group for cyber-attacks and identified as the weakest link in the
organisation regarding appropriate cybersecurity behaviours (Jamil and Shah, 2014; Yan
et al., 2018).

For RQ2 (Does priming students about (1) an ICT Code of Conduct or (2) relevant ethical
principles influence their judgements about ICT policy compliance?), we compared the
responses to the scenarios for the ICT policy priming, ethical principle priming, and control
groups. There was a nearly equal distribution of gender, age, and area of study of the
participants across the three groups. There were significant differences for only one
organisational commitment construct (institutionalisation of ethics scale); however, there
were no significant differences for any of the other scale instrument’s constructs. Looking at
the scores overall, we can see that the three groups were similar in their responses, giving low
scores for breach and high scores for non-breach. There was one significant difference in
responses for scenario 4.1 “inserting an attended USB into university computer” between the
ICT policy and control group. Perhaps the control group applied their common sense to
respond to the question about appropriate resource usage, whereas some participants in the
ICT Policy group, and to a lesser extent the ethical principles group, failed to see the
connection with the use of IT resources as the priming materials did not explicitly mention
USB usage. Overall, it appears thatmost students are aware of the potential dangers of such a
practice as we note that on average all three groups did not agree with the breach in this
scenario (their scores were less than 3 on 7-point Likert scale). Although we do not know if
their disagreement would match their actual behaviour in practice, this is a positive finding,
as the study by Tischer et al. (2016) who placed 297 USB drives containing malware around a
university campus found that for altruistic reasons, i.e. trying to find the owner, most
students did insert the unattended USB drive. The decision to assist the owner of the USB (by
choosing beneficence to others over potential harm) could be evidence of prosocial behaviour.
According to the theory of prosocial behaviour, individuals exhibit altruism when they act to
benefit others at their own cost (Rosenhan, 1972).

There was no other statistically significant difference between the experimental group
who received the priming on the ICTpolicy or the five ethical principles and the control group.
We note, however, that the priming interventions did seem to raise some awareness of either
the ICT Policy or ethical principles because individuals in these groups used terms specific to
the priming they received in their qualitative reflections. This suggests that they did learn
something from being primed, but what they learned did not produce a significant change in
their behaviour. This could have been because most participants could already identify the
difference between breach and non-breach cases as demonstrated by all groups, including the
control group who received no priming, on average agreed with the behaviour in non-breach
scenarios and disagreed with the behaviour in breach scenarios. Priming may have given
participants the language to better describe their behaviours.

Analysis of scenario responses by age (see Appendix 2), regardless of group, revealed
some interesting, though not surprising results. The older age groupweremore cautious than
the younger age groups which indicates their greater intention not to misuse university
resources. The possibilities for such behaviour can be their previous work experience,
prosocial behaviour and intention to help others (Lindenberg, 2006; Rosenhan, 1972). The
older participants viewedmoral domain scenarios (e.g. downloading pirated software) as acts
of maleficence and personal domain scenarios (e.g. sharing fellow-classmates emails with
their consent, hosting a website for learning) as acts of beneficence (Gattiker and Kelley,
1999). Our analyses show that younger students were less aware of proper organisational IT
usage. We thus further conclude that the maturity, identified through age, of the student is
likely to influence their ability to recognise inappropriate cyberhygiene behaviours. However,
we note that, on average, both recent school leavers and mature age students were able to
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recognise breaches and acceptable behaviours. It could be assumed that older students have
work experience that has exposed them to appropriate IT usage behaviours in other
organisations. It also suggests a greater need for training of recent school leavers (under
21 years of age) in appropriate ICT usage. This will also be important to facilitate “work
readiness” so that students are aware of ICT Codes of Conduct/Policy and follow them with
their employer; which is supported by other literature where they conducted a vignettes-
based study to assess individuals’ ethical use of computer technology and their results found
that older users have a higher moral stance than younger users (Gattiker and Kelley, 1999).
However, their study was not student focused.

Our study contributes to the emerging, but competing, evidence on the effectiveness of
priming in a cybersecurity context, and lends weight to studies that show it is not necessarily
effective for activating system 2 thinking discussed earlier either for students (as found by
Mazar et al. (2008)) or in a cybersecurity context (as found by Junger et al. (2017)). For example,
a similar study byMcNamara et al. (2018) gave explicit instructions on theACM code of ethics
to software engineering professionals and students to understand the influence of the code on
participants’ ethical decision-making. That study also showed no significant difference
between the control group and the experimental group that viewed the code of ethics. Even
though our priming interventions were longer than those used byMcNamara et al. (2018) and
we included a control group, we still could not quantitatively demonstrate that the
intervention significantly affected users’ knowledge or planned behaviours. Overall, our
findings suggest that small interventions, such as those undertaken in this study, are likely to
have small, if any, impacts on behaviour.

What our work does suggest though is that more nuanced and targeted approaches to
priming may be needed. The need for specificity is somewhat supported by the superior
ability of the control group to identify the breach in the USB-related scenario; suggesting that
priming that is too general and may have a confounding effect when scenarios are highly
specific. Selecting the right type or combining more than one type of priming may be needed.
For example, priming can take many forms, such as affective (i.e. the use of “affect-loaded
stimuli” to influence emotions and feelings) and behavioural (i.e. a primer targeted to alter
behaviour) priming (Minton et al., 2017). The latter category constitutes procedural priming
(i.e. priming to follow a certain procedure for a task) and goal priming (i.e. priming that leads
to behaviours that are consistent with one’s goals) (Minton et al., 2017). Forms of procedural
priming are more resilient over time than other forms, particularly where procedural
knowledge is activated which prompts individuals to follow a designated process and exert
greater cognitive effort, or system 2 thinking, to reach a particular end (Minton et al., 2017). As
Rosoff et al. (2013) found that negatively framed messages focused on risks and adverse
consequences can prompt safer cyber behaviour, it may be that the use of affective priming
will have more of an impact as it focuses on the negative implications for individuals of poor
cyberhygiene behaviour. Given that Shieh and Rajivan (2021) show that some forms of
priming have only short-lived, momentary effects on user behaviour, it is also likely that
single-shot priming interventions alone are not sufficient in a cybersecurity context. More
intensive interventions, potentially involving longer or multiple sessions for reinforcement,
may be required to have a significant effect. Such longitudinal interventions would also help
counter the fact that cyber threats are dynamic and can becomemore sophisticated over time
(Richardson et al., 2020). It may also be that since priming effects can degrade fairly quickly,
they should be targeted at the point in time that a user may be faced with a cyberethical
dilemma to activate system 2 thinking at the very time it is required. Finally, other awareness-
raising methods could be used to complement priming, such as encouraging students to
follow the ICT Code of Conduct by providing support from a “faculty handbook” that can
explain policies and processes in addition to course information (Rezaee et al., 2001, p. 178),
although whether this makes a significant difference remains unclear.

OCJ
2,2

152



6. Conclusion, limitations, and future work
We investigated whether priming on a university’s ICT policy or cybersecurity relevant ethical
principles changed students’ attitudes and behavioural intentions (Johnson, 2018) and affected
their cybersecurity ethical judgements. We found that groups that received priming concerning
either the ICTpolicy or the ethical principles did not doanybetter compared to the control group.

The main limitations of our research are that all the participants were from the same
university, our sample size was small, and a large proportion of the population was from one
department. As psychology students may have received ethics and the ethical use of data
training, it is possible that these studentsmay not be representative of other cohortswhomaybe
more or less aware of their institutional Code of Conduct for safe cyber hygiene practices. We
recommend replicating the study with other populations from a wider range of disciplines,
postgraduate and undergraduate students, and different institutions. Further, different ICT
Code of Conduct implementations might have different approaches to training, awareness, and
monitoring. Since the presented scenarios only cover certain aspects of the ICT policy of the
university, different scenarios could cover other aspects of the policy. Further, our scenario
questions measure the participants’ intentions, whichmay not reflect their actual cybersecurity
ethical decisions. Other factors, such as age and cultural group, could also be investigated
further to determine whether these influence students’ responses.

The priming material we provided was intentionally brief to minimise the cognitive effort
required and to encourage students to read it in full. The quiz asked immediately after the
priming information was provided aimed to further incentivise students to read and
comprehend thematerial. However, participants could not access the primingmaterials while
responding to the scenarios. Providing extended training and/or making the priming
materials availablewhile responding to the scenariosmight have generatedmore impact. The
priming materials and vignettes were designed to be suitable for non-technical cohorts (such
as psychology students), and future informational material could also be suitably designed to
address both technical and/or non-technical cohorts.

Our study did not find significant value in using priming to improve ethical judgements
concerning compliance with ICT policy. Further research is needed to examine howmuch and
what type of priming might have a significant impact. In particular, there is a need for more
innovative approaches involving interactive learning methods, such as gamification (Hart
et al., 2020), for developing ethical reasoning among students when making cybersecurity
judgements. This could help students to make ethical choices in their cybersecurity practices
and promote good cyber hygiene. Priming provides a lens through which students can be
sensitised to make ethical decisions. This study can also be extended to investigate
educational interventions for other cyber ethical problems. Longer and more impactful
interventions might be effective in guiding the target audience towards compliance with ICT
policy (Hendrix et al., 2016). Looking beyond universities and students, this scenario, policy
and principle-based approach could be adapted to train and creating awareness among IT/
cyber professional employees. Regardless of the organisation or target, there remains a lack
of understanding of what type of education might be beneficial to eliminate unethical cyber
hygiene behaviour (Cain et al., 2018). Solutions that are developed need to be feasible and
practicable for the context given the current lack of resources to develop, deliver or evaluate
such interventions, meriting further exploration of priming-based approaches.

Note

1. The Ethics Committee has agreed that university students who are 17 years of age, but are studying
at a university level, are equivalent to a participant who is 18 years of age. 17-year-old participants
may enrol in studies that are targeted to 18þ years providing that the study does not state “strictly”
18 years, or that there is a specific reason for people under the age of 18 not to participate (e.g. the
study relates to the consumption of alcohol).
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Appendix 1
Survey deployed on qualtrics

 
 
 
 
 
 
 
 
 
 

Part B-1: Demographics

Q1: What is your gender? Female, Male, Other

Q2: How old are you?

Q3: What cultural group do you most strongly identify with? Q4: What is your main area of study?

Q5: How often do you use any of the following IT services and resources of XX University?
IT resources and services                             1= Never, 2= Rarely, 3= Sometimes, 4=Often, 5=Everyday

Part B-2: Scenarios

Version 1.1:

Is using University IT services and resources for this purpose something you agree or disagree with?
Strongly 
disagree

Disagree Somewhat 
disagree

Neither disagree 
nor agree

Somewhat 
agree

Agree Strongly 
agree

No position / 
Refused

Why__________________________________________________________

Version 2.2:

Is using University IT services and resources for this purpose something you agree or disagree with?
Strongly 
disagree

Disagree Somewhat 
disagree

Neither disagree 
nor agree

Somewhat 
agree

Agree Strongly 
agree

No position / 
Refused

Why__________________________________________________________
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Version 3.1:

Is using University IT services and resources for this purpose something you agree or disagree with?
Strongly 
disagree

Disagree Somewhat 
disagree

Neither disagree 
nor agree

Somewhat 
agree

Agree Strongly 
agree

No position / 
Refused

Why__________________________________________________________

Version 4.2:

Is using University IT services and resources for this purpose something you agree or disagree with?
Strongly 
disagree

Disagree Somewhat 
disagree

Neither disagree 
nor agree

Somewhat 
agree

Agree Strongly 
agree

No position / 
Refused

Why__________________________________________________________

Version 5.1: 

Is using University IT services and resources for this purpose something you agree or disagree with?
Strongly 
disagree

Disagree Somewhat 
disagree

Neither disagree 
nor agree

Somewhat 
agree

Agree Strongly 
agree

No position / 
Refused

Why__________________________________________________________

Version 1.2:

Is using University IT services and resources for this purpose something you agree or disagree with?
Strongly 
disagree

Disagree Somewhat 
disagree

Neither disagree 
nor agree

Somewhat 
agree

Agree Strongly 
agree

No position / 
Refused

Why__________________________________________________________

Version 2.1:

Is using University IT services and resources for this purpose something you agree or disagree with?
Strongly 
disagree

Disagree Somewhat 
disagree

Neither disagree 
nor agree

Somewhat 
agree

Agree Strongly 
agree

No position / 
Refused

Why__________________________________________________________
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Version 3.2: 

 
Is using University IT services and resources for this purpose something you agree or disagree with?

Strongly 
disagree

Disagree Somewhat 
disagree

Neither disagree 
nor agree

Somewhat 
agree

Agree Strongly 
agree

No position / 
Refused

Why__________________________________________________________

Version 4.1:

Is using University IT services and resources for this purpose something you agree or disagree with?
Strongly 
disagree

Disagree Somewhat 
disagree

Neither disagree 
nor agree

Somewhat 
agree

Agree Strongly 
agree

No position / 
Refused

Why__________________________________________________________

Version 5.2: 

Is using University IT services and resources for this purpose something you agree or disagree with?
Strongly 
disagree

Disagree Somewhat 
disagree

Neither disagree 
nor agree

Somewhat 
agree

Agree Strongly 
agree

No position / 
Refused

Why__________________________________________________________

Part-C 1: How good is your knowledge about the following: 

Subjects Terrible Poor Average Good Excellent
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For instructions on how to order reprints of this article, please visit our website:
www.emeraldgrouppublishing.com/licensing/reprints.htm
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Scenario-pair version

G1 (17–34)
239

participants

G2 (35–56)
21

participants
Independent

samples T-Test
μ SD M SD p-value

1. Hosting a website 1.1 3.41 1.734 1.71 0.784 <0.001*
1.2 5.44 1.802 4.19 2.228 0.044*

2. Downloading series to watch 2.1 3.23 1.797 2.52 1.632 0.340
2.2 4.31 1.697 2.71 1.488 0.092

3. Sharing email list of fellow classmates to others 3.1 2.29 1.425 1.67 1.065 0.070
3.2 4.59 2.054 4.29 2.217 0.426

4. Inserting unattended USB into university computer 4.1 1.94 1.266 1.81 1.327 0.843
4.2 3.65 1.857 3.14 2.287 0.065

5. Third party software download 5.1 2.98 1.811 2.05 1.322 0.037*
5.2 5.44 1.937 4.33 2.198 0.109

Note(s): *There is a significant difference at p < 0.05

Scenario-pair version

G1 (17–20)
187

participants

G2 (21–56)
73

participants
Independent

samples T-Test
μ SD M SD p-value

1. Hosting a website 1.1 3.45 1.720 2.82 1.719 0.009*
1.2 5.51 1.761 4.88 2.054 0.021*

2. Downloading series to watch 2.1 3.20 1.784 3.11 1.822 0.722
2.2 4.39 1.698 3.67 1.732 0.003*

3. Sharing email list of fellow classmates to others 3.1 2.36 1.443 1.93 1.273 0.026*
3.2 4.66 2.081 4.33 2.014 0.241

4. Inserting unattended USB into university computer 4.1 1.97 1.330 1.82 1.097 0.388
4.2 3.58 1.871 3.67 1.965 0.736

5. Third party software download 5.1 2.94 1.838 2.81 1.680 0.592
5.2 5.40 1.974 5.22 1.995 0.519

Note(s): *There is a significant difference at p < 0.05

Table A2.
Result analysis of

comparing scenario
responses between age

groups 17–34 and
35–56

Table A1.
Result analysis of

comparing scenario
responses between age

groups 17–20 and
21–56

ICT code of
conduct

compliance
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