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Abstract

Purpose — A decade after Powell et al’s (2011) seminal article on behavioral strategy, which called for
models to solve real-world problems, the authors revisit the field to ask whether behavioral strategy is coming
of age. The purpose of this paper is to explain how behavioral strategy can and has been used in real-world
settings.

Design/methodology/approach — This study presents a conceptual review with case study examples of
the impact of behavioral strategy on real-world problems.

Findings — This study illustrates several examples where behavioral strategy debiasing has been effective.
Although no causal claims can be made, with the stark contrast between the negative impact of biased
strategies and the positive results emerging from debiasing techniques, this study argues that there is
evidence of the benefits of a behavioral strategy mindset, and that this should be the mindset of a responsible
strategic leader.

Practical implications — This study presents a demonstration of analytical, debate and organizational
debiasing techniques and how they are being used in real-world settings, specifically military intelligence,
Mergers and acquisitions deal-making, resource allocation and capital projects.

Social implications — Behavioral strategy has broad application in private and public sectors. It has
proven practical value in various settings, for example, the application of reference class forecasting in large
infrastructure projects.

Originality/value — A conceptual review of behavioral strategy in the wild.

Keywords Strategic management, Cognitive bias, Behavioral bias, Behavioral strategy,
Counteraction, Countermeasure, Debias

Paper type Conceptual paper

Introduction
“A behavioral approach to strategy — what’s the alternative?” (Levinthal, 2011, p. 1517).

This provocative title of Levinthal’s (2011) paper quoted above might be a play on
Charlie Munger’s famous quote: “How could economics not be behavioral. If it isn’t
behavioral, what the hell is it?” (Munger, 1995, p. 1). These quotes point to a conceptual
transition from an ideal of rational choice to an acceptance of the boundedness of people.
Boundedness is where real people do not have the cognitive capabilities to live up to neo-
classical economic theory’s requirements of rational choice (Simon, 1955), according to
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which rational agents have well-defined preferences, unbiased beliefs, make optimal choices
based on these beliefs and preferences and act in their own self-interest (Thaler, 2016).

Recognizing our boundedness, fields such as economics, finance, decision theory and
others, including strategic management, now consider the impact of judgment and decision-
making. In the context of strategic management, Lovallo and Sibony (2010, p. 2) adopt the
term “behavioral strategy,” arguing for “behavioral strategy” in practice, asserting that “left
unchecked, subconscious biases will undermine strategic decision making.” Gavetti (2012),
Greve (2013) and Powell et al (2011) have extended Lovallo and Sibony’s work. Gavetti
(2012) argues that behavioral failures of rationality, plasticity and shaping limit firms’
pursuit of cognitively distant opportunities. His key insight is that “superior opportunities
tend to be cognitively distant” (p. 269), yet must be attainable to be strategically relevant.
From this he suggests that strategic leaders need to acquire the skills that bring cognitively
distant opportunities nearer for themselves and other stakeholders (Gavetti, 2012). Greve
(2013) discusses four levels of bounded rationality in strategy: first, firms are inclined to
repeat past strategies without examining the consequences; second, firms incorrectly
respond to feedback because of false assumptions of causality; third, firms infer that
successful strategies of others will be good for them; and fourth, the most rational of the
strategies, albeit still inclined to suffer from bounded rationality, is where firms develop
strategies based on their predictions of the actions of others.

Powell et al (2011, p. 1371) build on rich theoretical foundations (from behavioral
decision theory, political theory, organizational theory, social cognition theory, management
perception, sense-making, cognitive schema, language, meaning and enacted environments)
to set out their objectives for behavioral strategy:

Behavioral strategy aims to bring realistic assumptions about human cognition, emotions, and
social behavior to the strategic management of organizations and, thereby, to enrich strategy
theory, empirical research, and real-world practice.

Powell et al. (2011, p. 1382) engage with Levinthal’s (2011) question, saying: “we need
models that solve the problems faced by thinking and feeling human beings, and this
requires a robust and dynamic field of behavioral strategy.”

We respond to Powell ef al’s (2011) call for models to solve real problems faced by real
people. We refer to these models as debiasing techniques, which we categorize as: analytical,
debate and organizational. We discuss business managers’ and political or military leaders’
strategic decisions in four real-world settings, where, in the absence of debiasing, we are
likely to encounter problematic decision making due to confirmation bias, over-optimism,
inertia due to anchoring, and the planning fallacy. In each of these four settings we describe
a failure case and discuss the behavioral biases involved, focusing on one major bias and its
mechanism. We then introduce a relevant debiasing technique and demonstrate it has been
used successfully to debias in a similar setting.

Military intelligence and confirmation bias
“If you torture the data long enough, it will confess to anything” Ronald Coase.

The USA’s devastating handling of the Vietnam war has been extensively documented.
Here, we focus on lesser-known insights to illustrate how confirmation bias, acting at three
levels, influenced U.S. policy and contributed to its Vietnam debacle. At the highest level, we
show how U.S. Secretary of Defense, Robert McNamara, fell victim to poor reasoning. At the
intermediate level, we discuss the RAND Corporation (RAND), a think tank and how its
intelligence process failed. And, at the lowest level, we explore how two well-respected
senior intelligence analysts formed opposite interpretations of the same data.



Fuailure case

McNamara was regarded as a brilliant manager in the decades before and after the Vietnam
war, but his emphasis on rational analysis based on quantifiable data led to grave errors
(Rosenzweig, 2010). Specifically, data that was difficult to quantify, such as qualitative
intelligence on intangibles such as motivation, hope, resentment or courage, tended to be
overlooked (Rosenzweig, 2010), despite the potential for this information to play a critical
role in US war strategy. McNamara’s failings offer some insight into how management
thinking has progressed (Rosenzweig, 2010). We now know that people are not the rational
creatures suggested by neo-classical economics but exhibit systematic biases of judgment
(Rosenzweig, 2010). We also know that organizational processes have their own dynamics —
such as the escalation of commitment to a losing course of action, and the tendency to silence
dissenting views — that can lead to flawed decisions.

McNamara’s intelligence briefings came from, among other sources, RAND, which
advised the US Government during the Vietnam War, including via its Viet Cong
Motivation and Morale Project, established to examine the organisation, operations,
motivation and morale of the Viet Cong and North Vietnamese Army (Donnell ef al., 1965).
Yet RAND as an organisation, which prided itself on objectivity, also succumbed to bias.

Leon Goure and Konrad Kellen were two well-respected RAND senior intelligence
analysts. Goure was born in 1922 in Moscow, went into exile in Berlin to escape Lenin’s
liquidation of the Mensheviks, later fleeing to the USA to escape the Nazis (Elliott, 2010). He
became a Soviet specialist in RAND’s Social Science Department, gaining fame as an expert
on Soviet civil defense (Elliott, 2010). Goure led RAND’s Viet Cong Motivation and Morale
Project, which interviewed hundreds of defectors and prisoners-of-war and produced 62,000
pages of interview transcripts (Gladwell, 2016). These transcripts were a key source of
intelligence, however, a member of RAND’s Social Science team said that the transcripts
could “support anybody’s perspective on anything” (Elliott, 2010, p. 165).

Goure had a profound dislike and distrust of communism. When Goure read the
transcripts, his view was that the Viet Cong had lost the “fight for hearts and minds” (Elliott,
2010, p. 164). Based on his earlier work, he was allegedly already an advocate of airpower as
a weapon of counterinsurgency (Elliott, 2010). According to Gladwell (2016), Goure’s
background led him to believe that “if we just bomb some more, we’ll destroy their will.”
This view was questioned by “a fair number of analysts [...] convinced that Goure was
interpreting selectively from the interviews” (Elliott, 2010, p. 125). Goure’s behavior is
consistent with what Snyder calls the “ideology of the offensive” (Snyder, 2013).

To strike a balance and provide a broader base from which to draw inferences and
discern trends regarding the Viet Cong, RAND brought in Kellen (Elliott, 2010), a Jewish
man born in Berlin in 1913, who had escaped the Nazis. Kellen moved to the USA in 1935
and worked in US Army intelligence, where he dealt with prisoner interrogation material in
Second World War and Korea and defectors from Eastern Europe (Elliott, 2010). Based on
his reading of Viet Cong interviews, he told a colleague: “Prisoners and defectors tell you
what they think you want to hear. These people, you can’t get them to say anything critical
of their regime” (Elliott, 2010, p. 231). Kellen concluded that they “could not be coerced”
(Elliott, 2010, p. 231).

Goure and Kellen read the same interview transcripts and arrived at opposite
perspectives. Gladwell (2016) sums it up:

That’s how intelligence failures happen. It’s not because someone screws up, or is stupid, or is
lazy, it's because the people that make sense of intelligence are human beings, with their own
histories and biases.

Behavioral
strategy in the
wild

1187




MRR
459

1188

As Kellen says, in his account of RAND’s leadership:

I can only say that the people that I knew who talked a lot about scientific talk and scientific this
and that were the most unscientific people you can imagine. They just picked somebody and if
they agreed with him or he agreed with them, then he was an expert, and if he didn’t agree with
them, he was not an expert and they ruled it out (Gladwell, 2016).

In other words, RAND’s leaders were also undermined by confirmation bias.

Of course, intelligence failures are not unique to Vietnam and their implications can be
devastating. Military conflicts exact a substantial cost in lives, livelihoods, and dollars. The
Afghanistan war cost the USA more than $2tn and almost 250,000 people have died as a
direct result (Crawford and Lutz, 2021). Intelligence failures happen in the market economy
too. Central bankers’ failure [1] to interpret signs of the impending global financial crisis is
attributed to confirmation bias based on their frame of an efficient market hypothesis (EMH)
worldview (Stiglitz, 2012).

What behavioral biases are at play?

Military intelligence is a key determinant of whether and how conflicts occur. Bar-Joseph
and Levy (2009) describe seven sources of intelligence failures: a lack of information; a
“noisy” environment (too much information, making it difficult to extract the signal);
strategic deception (where one side deliberately deceives the other); individual psychology
(including cognitive and motivational biases); small group dynamics (such as group-think);
organizational behavior (leading to fragmentation or concentration of information); and
politicization of intelligence (intelligence is deliberately aligned to policy preferences, for
example, the claim of weapons of mass destruction in Iraqg).

How does confirmation bias affect military intelligence?

Bar-Joseph and Levy (2009) recognize that many or all the above factors might be at play in
an intelligence failure, but in the case of Israel’s surprise at the Yom Kippur War they argue
that the root cause of the failure was individual psychology. The director of military
intelligence’s (DMI) conviction that his own assessment was correct led him to conceal
information about recent actions by the Egyptians and Syrians and not carry out orders to
implement critical intelligence procedures (Bar-Joseph and Levy, 2009). The DMI’s
assumptions about Egypt’s military strategy (Chen, 2016) caused him to dismiss evidence of
an impending attack by Egypt because it was not consistent with his view (Chen, 2016).

There are many other examples of large-scale surprise attacks, which Dahl (2013) argues
are not the result of an inability to detect the signal from the noise and/or an inability to
connect the dots, but because specificity of tactical level intelligence is required and then
policymakers must be receptive to that intelligence. Dahl refers to Heuer’s (1999) analysis of
how many intelligence failures are the result of cognitive biases and mindsets that are
resistant to change. Developing a strong point-of-view and then not being receptive to
disconfirming intelligence is a demonstration of confirmation bias.

Nickerson (1998, p. 175) defines this bias as “the seeking or interpreting of evidence in
ways that are partial to existing beliefs, expectations, or a hypothesis in hand.” Others
define confirmation bias as our tendency to discount disconfirming evidence (Kappes et al.,
2020). Importantly, confirmation bias relates to “unwitting selectivity in the acquisition and
use of evidence” (Nickerson, 1998, p. 175). In the real world, the line between “unwitting
selectivity” and the deliberate marshalling of evidence to support one’s case is often not
clearly defined (Nickerson, 1998). Hence, it can be challenging to disentangle the cognitive



bias (we see what we expect to see) and motivational bias (we see what we want or need to
see) factors that lead to a judgment (Bar-Joseph and Levy, 2009; Nickerson, 1998).

What should we do about it?

Numerous debiasing techniques have been identified for each of the behavioral biases
discussed in this article. In each section, we focus on just one technique. Table 1 outlines
other debiasing techniques, categorized as organizational, debate and analytical
techniques.

Red team/blue team is a debate technique for debiasing confirmation bias. Red teams are
empowered to generate alternative perspectives to challenge strategic assumptions and
plans (Zhang and Gronvall, 2020). Red teaming has been used by the military for more than
a century and has also been used in the public and private sectors to better understand the
interests, intentions and capabilities of rivals (Zenko, 2015b), for example, in capital project
bidding (Heiligtag et al., 2017), investment decision making (Gatlin et al, 2017), improving
R&D productivity (Smietana et al., 2015), terrorism defense (Zhang and Gronvall, 2020),
cyber-security (Mirkovic et al., 2008) and even assessing survivability of space systems
(Stokes et al., 2006).

Zenko (2015b, p. 17) writes that “An astonishing number of senior leaders are
systemically incapable of identifying their organization’s most glaring and dangerous
shortcomings.” This occurs for two reasons: cognitive biases, including confirmation bias;
and organizational biases, where employees become captured by the institutional culture
(Zenko, 2015b). Zenko (2015b) describes three broad categories of red-teaming techniques:
simulations, including “war games,” designed to model a diverse range of situations and
ultimately spur decision-makers to respond to various scenarios; vulnerability probes, when
ared team actively tests defensive systems and procedures to identify key weaknesses; and
alternative analyses, where key assumptions or information quality are challenged by
promoting unconventional thinking (Zenko, 2015b).

The red team (attackers) is pitted against the blue team (defenders) (Boyens et al., 2012),
which typically must defend against real or simulated attacks over a significant period, in
a representative operational context, and according to rules established and monitored by a
neutral monitoring group (the white team) (Boyens et al., 2012). By applying fresh eyes on a
complex situation or intentionally opposing a certain position, red teams can greatly
improve the accuracy of forecasts (Zenko, 2015b).

Success case

Red teams can deliver impressive results, such as giving businesses a competitive edge,
finding flaws and vulnerabilities in military intelligence and troubleshooting dangerous
military missions in advance (Zenko, 2015b). The successful 2011 US Navy SEAL mission
that killed Osama bin Laden used red team preparation that included the developing, testing
and refining of strategies, thus enabling a response to an unforeseen situation, the crash of
one of the two transport helicopters (Zenko, 2015b).

The red team responsible for the raid benefited from a decade of deliberate efforts by the
CIA that were triggered by the unprecedented terrorist attacks of 9/11. Following 9/11,
senior White House officials believed that there were additional plots against the US The
Director of Central Intelligence George Tenet formed a group of contrarian thinkers to
challenge conventional wisdom in the intelligence community (Zenko, 2015a). This group,
known as the Red Cell, is a semi-independent unit devoted to “alternative analysis,”
including techniques like “what ifs,” Team A/Team B exercises, and premortem analysis
Klein (2007), which can identify holes in a plan, model an adversary to understand their
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weaknesses or consider in advance all the conceivable ways a plan can fail and thereby
mitigate these risks (Zenko, 2015a).

By design, the initial Red Cell focused on the bin Laden raid did not include any terrorism
experts and only had one Middle East specialist (Zenko, 2015a). Instead, members were
individually selected on the basis of being creative, analytically fearless, excellent writers,
deeply knowledgeable about history and world affairs and able to work in a team (Zenko,
2015a). Analysts typically served on the Red Cell for a period of three months, to keep
participants fresh and to immerse as many analysts as possible in its techniques (Zenko,
2015a).

A red-team approach has also been shown to create value in a business context, as
illustrated by Warren Buffet, who actively seeks contrary viewpoints (Gatlin et al,
2017), including assigning two independent groups (red team and blue team) to
represent opposing sides on potential acquisitions and they are paid a bonus if their
views prevail (De Smet ef al., 2019). The marginal cost of these two viewpoints can often
be justified by the magnitude of these deals. Buffet provides a useful reminder of how
we might think about confirmation bias: “You don’t ask the barber whether you need a
haircut” (Buffett, 1994).

Mergers and acquisitions deal-making and over-optimism
“Thinking rosy futures is as biological as sexual fantasy” (Tiger, 1979, p. 35).

It is not just confirmation bias that should concern us when undertaking acquisitions —
numerous behavioral biases contribute to a generally poor track record in mergers and
acquisitions (M&A) transactions. Here, we focus on over-optimism.

Fuailure case

In April 2014, the Australian department store business David Jones (D]Js) was bought
by South African-based Woolworths Holdings (WHL) for AUD 2.1bn. Recognizing that
it was buying a struggling business, WHL’s chief executive officer (CEO) announced
that WHL could triple profitability in five years and said: “we can transform this
business” (Australian Associated Press, 2014). But in 2018 and 2019, WHL wrote off a
total of AUD 1.2bn of DJs, more than half of the deal value. With these impairments, the
strategic rationale was in tatters.

There are three reasons why over-optimism appears to have been at play here. First,
the acquisition was made with a 25% premium and was seen by analysts as expensive
(Hayward and Hambrick, 1997). Second, earnings were overestimated: The earnings
margin expectation of at least 10% became 4% in actuals. The FY19 expectation was
also 10%, yet the actuals were a mere 2%. WHL revised down their guidance for FY20
to 7%—-9%, but still only delivered 2%. Third, this repeated failure to meet expectations
is consistent with overconfident CEOs being less responsiveness to corrective feedback
(Chen et al., 2015).

While M&As are important vehicles for strategic growth (Lubatkin, 1987), they
often fail to deliver intended performance improvements (Garbuio et al, 2010).
Vinogradova (2021) shows that capital markets still perceive acquisitions as value
destructive, whereas Rehm ef al. (2012) finds that large acquisitions have only a 44%
chance of delivering returns above the industry average and show a negative median
excess total return to shareholders. Acquisitions with the most value destructive
prospects are “large deals,” like the case of WHL-D]s (Rehm e al., 2012). Martin (2016)
calls M&A a “mug’s game,” reporting that 70%-90% of acquisitions are abysmal
failures, yet M&A deals continue to be pervasive (Weber, 2018). The prospects for



“programmatic deals” are far better, delivering an average of 4.5 per centage points
greater excess total returns to shareholders than “large deals” (Rehm et al., 2012).

What behavioral biases are at play?

Researchers identify rational behaviours, such as agency issues (Eisenhardt, 1989; Jensen,
1986), where managers may pursue their own objectives at the expense of shareholder’s
interests, as one of the reasons that M&A deals are value destructive. Stock-based
compensation means that CEOs can benefit substantially from even failed acquisitions
(Martin, 2016). Other drivers are accounting regulatory changes following the global
financial crisis making acquisitions more attractive (Martin, 2016), and Yoo and McCardle’s
(2020) “valuator’s curse,” which provides a rational explanation for the over-valuation of
acquisitions.

Researchers also identify non-rational behaviours, driven by cognitive biases, across the
M&A lifecycle (Garbuio et al, 2010). Garbuio et al. (2010) note empire building and the
lemming effect during target pursuit, as well as confirmation bias, external advisors’ role-
conferred bias, over-optimism and the planning fallacy. They also highlight the role of the
availability heuristic during preliminary due diligence, the winner’s curse during the
bidding phase and anchoring and adjustment and the sunk-cost fallacy during final due
diligence.

How does over-optimism affect M&A deals?

Warren Buffett likened acquisitions to the fairy tale The Frog Prince, where the corporate
acquirer is a beautiful princess and the acquisition target the frog, which can be turned into
a handsome prince with a kiss — or in this case, over-payment. Buffett’s (1981) view of this
over-optimism — “We've observed many kisses but very few miracles” — finds robust
theoretical and empirical support.

From Roll (1986) we learn that managers are subjected to strong pressure to
maintain high performance and that, coupled with hubris, this drives risk-seeking
behaviours. The predicted consequence for M&A is that bidding managers over-
estimate their ability to manage the target firm and hence over-pay. Hayward and
Hambrick (1997) offer empirical support for this theory, finding losses in acquiring
firms’ shareholder wealth following an acquisition, with the greater the CEO hubris and
acquisition premiums, the greater the shareholder losses. Park et al (2018) provide
further empirical support in their analysis of CEO hubris in Korean firms. Billett and
Qian (2008) support Roll’s theory, finding that CEOs become over-confident after a
successful acquisition, and therefore more likely to follow it with acquisitions that
negatively impact their firm’s stock. Malmendier and Tate (2008) also find that over-
confident CEOs over-estimate their ability to generate returns, over-paying for target
companies and undertaking value-destroying mergers. Over-confident CEOs also tend
to complete more deals (Hwang et al., 2020) and hence the problem is amplified.

What should we do about it?

A rich variety of techniques exist to debias over-optimism. Some of these are displayed in
Table 1. We choose to focus on Mediating Assessments Protocol (MAP), which is both
recent and promising. MAP is a meta-debiasing technique incorporating reference class
forecasting [2] (RCF) and other debiasing practices, such as postponing the use of intuition,
using relative scales and benefiting from the wisdom of the crowd (Kahneman ef al., 2019). It
is based on research relating to the job interview, essentially treating a strategic decision
such as a job candidate. The research outlines the value of a structured process that
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identifies key traits, each of which is independently evaluated and serve as inputs into the
overall decision, which is delayed until all these inputs have been gathered (Kahneman et al.,
2019).

Success case

Kahneman et al (2021) demonstrate the use of MAP in a confidential case where an acquisition
is assessed by a private equity firm, following six key steps: first, structure the decision into a
set of mediating assessments; second, whenever possible conduct the mediating assessment
using the “outside view” (defined as simple statistical analysis of analogous efforts completed
earlier (Lovallo and Kahneman, 2003)); third, keep the assessments independent of one another
where possible; fourth, review each assessment separately; fifth, have participants make their
judgments individually, then explain them to the group, then make a new estimate in response
to the estimates and explanations of others [3]; sixth, make the final decision by holistically
considering the mediating assessments and allowing intuition. This approach has now been
adopted by several private equity firms.

Resource allocation and anchoring

“Even if you are on the right track, you'll get run over if you just sit there.” Will Rogers
M&A transactions, market entry strategies, capital projects and any other strategic

decisions require deliberate choices about the allocation of a firm’s scarce resources. Here,

we examine behavioral biases, specifically anchoring, that contribute to inertia, which

impedes a firm’s resource allocation.

Failure case

Nokia’s success in the early 2000s was linked to the technology development for its
Symbian-based handsets. At the end of 2007, the Symbian operating system had a market
share of 65%, well above its competitors (Alcacer ef al, 2014). However, the industry was
shifting to software-focused ecosystems with the emergence of smartphones, such as the
iPhone and Android smartphones manufactured by HTC, Motorola, Sony, Samsung.
Internal bureaucracy meant that Nokia continued to concentrate on low-end feature phones
and its patented Symbian operating system (Vuori and Huy, 2016). By 2010, Apple’s
Appstore hosted 300,000 apps, Android 130,000 apps and Nokia just 30,000 apps (Vuori and
Huy, 2016). Symbian had fallen to less than 5% market share when it was discontinued in
2012 (Han and Cho, 2016).

Failure to effectively allocate resources in the light of changing industry dynamics is not
uncommon. Corporations have a tendency to focus on all areas of their business at once (also
called peanutbuttering [4]), with typically little or no benefit (Bardolet ef al., 2011; Bradley
et al., 2018). Considering firm performance in tertiles, the most successful firms shifted more
than half of their capital across their business units over a 15-year period, earning 30%
higher total return to shareholders than the bottom tertile firms (Hall ef al, 2012). A more
recent study arrived at a similar conclusion (Lovallo ef al., 2020).

What behavioral biases are at play?

Inertia primarily occurs due to cognitive biases such as sunk cost fallacy, status quo
bias and anchoring in combination with corporate politics (Lovallo et al., 2020). Capital
allocation failures also result from agency problems emerging from information
asymmetry and incentive misalignments (Harris and Raviv, 1996). Of these various
distorting factors, anchoring has been shown to be the most robust bias contributing to



inertia (Tversky and Kahneman, 1974), and is especially evident in the most recent
resource allocation decisions made by executives (Garbuio ef al., 2011; Hall ef al., 2012).

How does anchoring affect resource allocation?

Resource allocation decisions are impacted by anchoring for four reasons. First, last
year’s budget usually serves as a ready and justified reference point (Bardolet ef al.,
2011; Hall et al., 2012). Second, our initial judgments carry significant weight, and we do
not react sufficiently to new information (Tversky and Kahneman, 1974). Third,
anchoring is reinforced by loss aversion (Hall et al, 2012). Fourth, anchoring might
occur because we value things more when they belong to us (Thaler, 1980), otherwise
known as “endowed anchoring”(Garbuio et al, 2011). For example, Collinson and
Wilson (2006), in a study of Japanese firms, reveal that established interdivisional and
supplier relationships are over-valued because they are treated like an endowment,
hampering firms’ strategic flexibility.

What should we do about it?

A recommended debiasing technique is using a CEO piggybank, where a large contingency
fund is set aside to seize opportunities, whether to nurture existing businesses or acquire
new assets. This “changes the environment”, enabling a more rational solution (Sibony ef al.,
2017; Soll et al., 2015b). The CEO piggybank helps managers become less anxious about
under-performing units so fewer resources are directed to fixing them (Arrfelt et al.,, 2013).
This method has been shown to reduce under-investment in over-performing business units
(Arrfelt et al, 2013; Lovallo et al, 2020; Lungeanu et al, 2016). Consequently the CEO
piggybank provides more flexibility to change the composition of firms’ assets (Bradley
et al., 2018; Lovallo et al., 2020).

Success case

The CEO piggybank can be implemented by putting a certain percentage of the
organizational portfolio up for sale each year, changing the burden of proof such that
managers must justify the resources that they need and giving the CEO sole discretion to
allocate a certain percentage of the company’s capital. For example, as a leader of Exxon
Mobil, Lee Raymond required executives to identify 3%—-5% of their asset base for disposal,
which helped identify non-strategic assets and prepare excess cash (Hall et al, 2012; Lovallo
et al., 2020). When the CEO piggybank technique is applied, managers are instructed that a
proportion of their assets are to be sold unless they can justify otherwise. This has been
shown to minimize political infighting over budgets. In almost all cases, unit leaders in
Exxon Mobil could not make a case for retaining their assets, which were then sold.
Furthermore, allowing CEOs to allocate capital provides an opportunity to move the
organisation more quickly toward what the CEO believes are exciting growth opportunities
without first having to fight for resources with the company’s executive committee (Hall
etal.,2012).

A similar approach involves categorizing the portfolio into different groups to determine
allocation priority. For example, during Alan Lafley’s leadership of P&G, the business was
divided into three categories: “Future Stars,” businesses with potential growth; “Local
Jewels,” businesses with strong brands in specific countries; and “Under-performers,”
businesses for divestiture (Wells and Danskin, 2014). Lafley presided over the
discontinuation or sale of about 15 businesses a year between 2000 and 2009 (Lafley and
Martin, 2013).
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We cannot know whether the CEO piggybank had a causal impact on firm performance,
but during Lafley’s and Raymond’s application of CEO piggybank, P&G and Exxon Mobil
each doubled sales and more than quadrupled net profit (Lafley and Martin, 2013; The
Economist, 2005).

Capital projects and the planning fallacy

“We learn from history that we learn nothing from history” (Shaw, 1903/1948, p. 485).
Capital projects make large demands on a firm or government’s resources. Here, we

explore the planning fallacy, which plagues capital projects. We show that techniques such

as RCF are gaining traction in practice.

Failure case

In 2008, CA voters approved the construction of a 150-minute train route from Los
Angeles to San Francisco at a cost of $40bn with a construction period of 20 years.
However, problems soon arose and the timeline was repeatedly pushed back, while the
budget increased to a staggering $100bn (Flyvbjerg and Gardner, 2021). An even more
dramatic example is the construction of the Sydney Opera House, scheduled to finish
in 1963 at a cost of $7m, but delayed by 10 years and costing $102m (Buehler et al.,
1994).

The planning fallacy is a common experience for many business and public projects. The
Standish Group’s research on IT projects between 2005 and 2020 finds that less than one-
third were successfully completed on time and within budget, around 43%-46% were
delivered late and over-budget, or did not deliver all required features, whereas 19%-21%
were cancelled or never used (Johnson and Mulder, 2021). Flyvbjerg and Sunstein (2016) find
that the average cost over-run in public projects ranged from 24% to 96%, and even over-
runs of 100% or more are not uncommon (Flyvhjerg et al., 2009).

What behavioral biases are at play?

These statistics demonstrate that people often under-estimate task completion times
and costs. Forecasting failures are primarily induced by cognitive bias such as the
planning fallacy, where planners inadequately adjust predictions despite previous
projects taking longer than planned (Buehler et al., 1994; Flyvbjerg, 2009). Combined
with anchoring bias and optimism (Lovallo and Kahneman, 2003), overly sanguine
forecasts are triggered and the principal-agent dilemma magnifies the actual cost and
time (Flyvbjerg et al., 2009).

How does the planning fallacy affect capital projects?

The planning fallacy, like over-optimism, is a manifestation of our “inside-view” behavior.
However, it differs in that planners’ optimism persists even in the face of historical evidence
to the contrary (Buehler et al, 2010). By neglecting the past, we expect to finish our tasks
before we actually do (Buehler et al., 2010), that is, we construct a narrative by focusing on
cases that justify our optimism and fail to consider alternative scenarios (Buehler et al., 1994;
Kahneman and Tversky, 1979).

What should we do about it?

RCF is an analytical technique that can help mitigate the planning fallacy. RCF gives
managers an “outside view,” so they can gather information from previous, similar projects,
irrespective of the project’s success. This prevents managers from focusing on similar,



easily recalled projects that succeeded and are close in time and space to the decision at hand
(Kahneman and Lovallo, 1993). By using realized outcomes of past projects, rather than
manipulated estimates of the current project, RCF enables managers to forecast project
estimates using more reliable, top-down estimates of the project’s true costs, schedule and
benefits (Lovallo et al., 2012).

Lovallo and Kahneman (2003) offer a five-step process for RCF. First, select a set of past
projects as the reference class, evaluating similarities and differences to determine which
projects are most important to planning the current project. Ensure there are enough cases
to be statistically valid and that the reference projects are comparable to the current project.
Second, assess the distribution of outcomes to determine the probability distribution of
actual outcomes in this reference class. This distribution will be used to determine the
needed uplift for the new project. The decision-maker should document the results in terms
of relevant variables (e.g. total cost, schedule, etc.), showing extreme values, median values
and any clusters. Third, estimate your project’s position in the distribution. Decision-makers
compare their projects with other reference class projects to arrive at an intuitive estimate,
which is most likely biased, so the next two steps are applied to eliminate those biases.
Fourth, assess the degree to which the type of information available in this case allows
accurate prediction of outcomes. Based on the historical precedent, estimate the correlation
between reference class past predictions and outcomes to assess the reliability of the
forecast made in Step 3. Fifth, correct your intuitive estimate, which is likely to be optimistic,
and adjust the mean based on the predictability analysis in Step 4. The less reliable the
prediction, the more the estimate must be regressed to the mean. To illustrate, assume an
intuitive construction cost projection of $4bn for a rail project and that average reference-
class rail projects cost $7bn. Assume further that the correlation coefficient is estimated to
be 0.6. The regression estimate of the construction cost is: $7bn + [0.6 ($4bn-$7bn)] = $5.2bn
(Flyvhjerg et al., 2009).

Success case

RCF has been actively used in large transportation projects. For example, since 2003, it has
become mandatory to apply RCF for infrastructure investments larger than £40m in the UK
(Park, 2021), and is also a requirement in Denmark, Germany, Norway, Sweden,
Switzerland, The Netherlands and the US (Park, 2021). In order to be approved, all
transportation projects in the UK over the past 20 years use the Infrastructure and Projects
Authority database as a reference class, with a requirement to have a 50% probability of
being completed within their original budgets. Before the adoption of RCF, the average level
of cost over-run of large public projects in the UK was 38% (MacDonald, 2002). Park (2021)
finds that, of 39 large UK projects planned and delivered subsequent to the RCF
requirement, including road, rail and building projects, the probability of successful projects
completed within budget was 62 %), surpassing the targeted probability by 12%, while cost
over-runs were reduced from 38% to 5%.

The validity of RCF analytics has been tested in various other cases and settings,
including a medium-sized construction company (Batselier and Vanhoucke, 2016), a
retrospective analysis of Hong Kong transportation (Flyvbjerg et al., 2016), the “Stuttgart
21” railway project (Steininger et al.,, 2020) and Turkish building projects (Bayram and Al-
Jibouri, 2018).

RCF is perhaps the best illustration of the success of debiasing “in the wild.” RCF, an
analytical technique, is also being used as part of the emerging Mediating Assessments
Protocol, an organizational technique that was discussed earlier. That debiasing techniques
are being combined seems appropriate because biases in the wild also often combine. For
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example, at the World Economic Forum in Davos, when central bankers were saying “who
could have foreseen this?” in reference to the global financial crisis Stiglitz (2012), Joseph
Stiglitz commented that the bankers’ EMH training led them to frame the events as being
consistent with EMH (framing effect and availability heuristic) and, given the variety and
complexity of the information, led them to select information confirming their views and
these biases, along with their overconfidence, led them to disregard information suggesting
a bubble was forming (confirmation bias), resulting in their inaction (Stiglitz, 2012).

Conclusion

Q1. Isbehavioral strategy coming of age?
Q2. Has it moved from the lab into the wild?

Q3. Do strategists recognize the need to take a behavioral approach to strategy,
acknowledging their susceptibilities to behavioral biases?

In this paper, we have considered these questions by discussing debiasing techniques in
different real-world settings. These techniques vary in their relative effectiveness; for
example, analytical methods significantly outperformed debate methods in sales forecasts
(Sanders and Manrodt, 2003); organizational techniques help managers make better
decisions due to the engagement of System 1 (automatic and effortless) processes
(Kahneman, 2011), which require less effort than analytical techniques that rely on System 2
(deliberate and effortful) processes (Kahneman, 2011; Liu ef al, 2017); and, the debate
technique is more popular among practitioners (Muntwiler, 2021).

Notwithstanding the above studies, we find a paucity of studies exploring behavioral
strategy in the wild. We find no studies considering more complex real-world settings,
where multiple biases are interacting. Future research should build on these “in-the-wild”
studies to offer a more comprehensive assessment of the relative effectiveness of behavioral
strategies.

The cases presented in this paper suggest that the answer to whether “behavioral
strategy is coming of age” is mixed. There have been profound strategic decision failures
that were at least partly due to cognitive biases that were not debiased and promising
successes when debiasing has been applied, which demonstrates that deliberate debiasing
can improve the quality of strategic decisions. What is clear from the above cases is that
strategic managers need to debias their business decisions. Our success cases provide
evidence that debiasing can work, while our failure cases show that not debiasing can be
disastrous. Leaving strategic decisions to chance seems both foolhardy and irresponsible.
We urge humility as a foundation for practical, proven debiasing techniques grounded in
optimism, but not over-optimism!

Notes
1. Discussed in more detail at the end of the planning fallacy section.
2. Discussed in detail in the capital projects section of this paper.
3. Also termed the estimate-talk-estimate method or the mini-Delphi method.
4

. Managers’ tendency to allocate resources smoothly across the whole enterprise at a general level,
despite opportunities in some areas being greater than in others (Bradley et al., 2018; Viguerie
et al., 2008).
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