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Abstract

Purpose – To achieve the Sustainable Development Goals (SDGs) in the era of Logistics 4.0, machine learning (ML) techniques and simulations have emerged as highly optimized tools. This study examines the operational dynamics of a supply chain (SC) in Vietnam as a case study utilizing an ML simulation approach.

Design/methodology/approach – A robust fuel consumption estimation model is constructed by leveraging multiple linear regression (MLR) and artificial neural network (ANN). Subsequently, the proposed model is seamlessly integrated into a cutting-edge SC simulation framework.

Findings – This paper provides valuable insights and actionable recommendations, empowering SC practitioners to optimize operational efficiencies and fostering an avenue for further scholarly investigations and advancements in this field.

Originality/value – This study introduces a novel approach assessing sustainable SC performance by utilizing both traditional regression and ML models to estimate transportation costs, which are then inputted into the discrete event simulation (DES) model.
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1. Introduction

Sustainable maritime shipping is one of the agreements that is highly emphasized by the United Nations Convention on the Law of the Sea (UNCLOS) (Winther et al., 2020). The shipping industry has experienced a significant increase in global transport emissions, leading to a pressing need to reduce fuel consumption in maritime transportation (Li and Tang, 2017). A fuel-efficient vessel not only helps reduce operational costs but also contributes to reducing greenhouse gas emissions, which are one of the major causes of global warming. Therefore, the development of an accurate fuel consumption estimation model for container ships has become crucial for the shipping industry.

Container ships are one of the most widely used vessels in the shipping industry, making a significant contribution to global trade. However, they are also among the largest fuel consumers in the industry. As a result, reducing fuel consumption in container shipping is crucial for cost savings and environmental sustainability. Accurate fuel consumption estimation models provide the basis for developing fuel-efficient shipping operations, leading
to reduced fuel consumption and environmental impact. In addition, these models can help shipping companies comply with the International Maritime Organization (IMO) regulations, which aim to reduce greenhouse gas emissions from the shipping industry.

One of the IMO’s primary objectives is to reduce greenhouse gas emissions from the shipping industry. The IMO adopted an ambitious strategy to reduce greenhouse gas emissions by at least 50% by 2050 compared to 2008 levels (Wilkinson, 2012). The strategy also aims to phase out greenhouse gas emissions entirely as soon as possible in this century. To achieve these objectives, the IMO has developed a range of measures, including the Energy Efficiency Design Index (EEDI), the Ship Energy Efficiency Management Plan (SEEMP) and the Data Collection System (DCS).

Accurate fuel consumption estimation models for container ships are essential for the shipping industry. These models help reduce fuel consumption and greenhouse gas emissions, leading to cost savings and environmental sustainability. The IMO has set ambitious objectives to reduce greenhouse gas emissions from the shipping industry, and fuel consumption estimation models play a crucial role in achieving these objectives. Therefore, it is imperative for shipping companies to develop and implement fuel-efficient shipping operations based on accurate fuel consumption estimation models to comply with the IMO’s regulations and contribute to global efforts to combat climate change. The fundamental aim of this manuscript is to calibrate an accurate model for estimating fuel expenses associated with container ships. This model is then implemented on a simulation platform to facilitate a comprehensive assessment of the economic viability of the supply chain (SC).

The forthcoming sections are arranged in the following manner: Section 2 amalgamates a compendium of pertinent research endeavors pertaining to the fuel consumption estimation paradigm for container vessels and the discrete event simulation (DES) methodology for SC. Section 3 delineates the data collection, data preprocessing, estimation model design and simulation model design. Section 4 expounds on the analysis results, estimation model validation and financial key performance indicators (KPIs) of the simulation model. Lastly, the concluding section offers a comprehensive summary of the study’s findings.

2. State of the art
2.1 Data driven approach in maritime shipping and SC
The data-driven approach in ocean shipping and SC management has revolutionized the industry, enabling organizations to make informed decisions based on accurate and timely data (Liu et al., 2023). It allows for better route optimization, improved fleet management, and enhanced SC visibility. Real-time data analysis enables proactive decision-making, minimizing disruptions and delays while optimizing resource allocation. Additionally, data-driven insights enable the identification of patterns and trends, facilitating predictive modeling and risk assessment. Tseng et al. (2022) conducted a comprehensive and data-driven analysis of the sustainable food SC, with a specific focus on comparing the unique attributes and considerations of Halal and non-Halal foods. A data-driven approach for the automatic design of ship routes between two ports was developed to demonstrate the efficacy of this data-driven approach in enhancing route design efficiency and accuracy, thereby offering significant potential for cost savings and operational improvements within the maritime industry (Wen et al., 2020). Nguyen et al. (2022) deployed a knowledge mapping related to physical Internet (PI) and digital twin (DT) in supply chain management (SCM). The study collected 518 journal articles with ten key research lines to maximize PT/DT’s application in SCM. The potential of this article included the improvement of operational efficiency, visibility and collaboration among stakeholders. This review encourages further studies to develop a new integration of a simplified model into SCM.
A review of 123 articles revealed that machine learning (ML) applications in SCM were still in a nascent stage (Ni et al., 2020). The analysis demonstrated a lack of prolific authors to form a cohesive research community dedicated to ML applications in SCM. 10 ML algorithms were mostly employed in SCM. NN was considered the most prevalent algorithm, accounting for 54% of the total, followed by SVM at 21%. Han and Zhang (2021) calibrated an NN model for SC risk management. Piramuthu (2005) combined ML techniques to formulate a dynamically adaptable SC framework. A design of a robust demand prediction model was conducted using ARIMAX and NN models (Feizabadi, 2022). Abbasi et al. (2020) utilized several ML models to make decisions regarding the transshipment of blood units within a network of hospitals.

Another review of 93 articles focused on the application of various ML algorithms across different stages of the agricultural SC (Sharma et al., 2020). The findings showed that the majority of ML models were implemented in the pre-production and production stages, such as crop yield prediction, predicting soil properties, irrigation management, weather prediction, drop protection, weed detection and livestock management. Some studies implemented ML for demand forecasting. Fewer studies focused on transportation, distribution and inventory management.

Furthermore, to harness and leverage the advantages of the data-driven approach, artificial neural network (ANN) has emerged as a powerful tool in various fields, including transportation and SCM (Sharma et al., 2022). Their ability to learn from and adapt to complex datasets makes them valuable for optimizing operations, improving decision-making and enhancing efficiency. In the context of maritime transportation and SC, ANN applications have shown significant potential for addressing challenges and improving performance. Bodendorf et al. (2022) studied the use of ANN in improving cost estimation in manufacturing SC. ANN was used to propose a cost estimation model that could foresee the total costs of manufacturing products by researching several input factors, such as material and labor costs, production volume and product complexity. The dataset of actual costs was trained and tested by using a separate database to justify its accuracy. ANN-based cost estimation showed an accurate prediction and was aligned accordingly in comparison with its traditional method. An ANN-based cost model was concluded to be a valuable tool for cost-effective management. In the study for simplified SCM, cost-savings played an important role in enabling firms to make informed decisions about pricing, production volumes and resource allocation.

2.2 ML approach in ship fuel consumption

Container ships are the backbone of the global shipping industry, and fuel consumption is a major cost component for shipping companies. To optimize fuel consumption and reduce operational costs, accurate fuel consumption models are essential. Two approaches have been proposed for predicting fuel consumption: top-down and bottom-up. In the top-down approach, fuel consumption is estimated based on the ship’s overall performance, while in the bottom-up approach, fuel consumption is calculated by breaking down the ship’s operations into smaller components. While both approaches have their advantages and disadvantages, recent research has shown that the bottom-up approach is more accurate and flexible. A simplified model was proposed for estimating the fuel consumption of container ships based on their voyage characteristics (Le et al., 2020a, b). The models were developed using data from 100 to 143 container ships’ voyage records and showed an average error rate of 10–20%. The advantage of this simplified model is that it requires fewer input data points and is computationally more efficient than traditional models. Dragović et al. (2018) estimated and analyzed ship exhaust emissions and externalities in two popular cruise destinations on the eastern coast of the Adriatic Sea using an activity-based approach. The results indicated an
increasing trend of air pollution in both ports over the past few years, and the study suggested that factors such as berth availability and accessibility can influence ship emissions in addition to the ship’s operating characteristics.

In section 2.1, we review studies applying ML to maritime shipping. Delving deeper into fuel consumption prediction models and related issues, ML continues to prove itself as an exceptionally robust method. Yan et al. (2021) examined 83 relevant studies spanning a 13-year period (from 2008 to 2021). They noted that a considerable proportion of over 40% of these studies employed ML models, particularly those based on black-box methodologies, for predicting fuel consumption.

Various ML models were constructed for a container ship, including ridge and LASSO regression, support vector regression (SVR), tree-based and boosting (Uyanik et al., 2020). Li et al. (2022) presented a technique to merge voyage report data with meteorological data and applied 11 commonly used ML models focusing on containerships ranging from 8,100 TEU to 14,000 TEU. Yan et al. (2020) proposed a dual-stage model to forecast and minimize fuel consumption for a dry bulk vessel. Peng et al. (2020) designed five ML models of gradient boosting (GRB), random forest (RF), backpropagation network (BP), linear regression (LR) and k-nearest neighbor (KNN) to estimate the energy consumption of ships in port at Jingtang Port in China. An application of long short-term memory (LSTM) NN to forecast real-time fuel consumption rates was implemented using variables such as water depth, water speed, wind speed and wind angle (Yuan et al., 2021). ANN models were designed to estimate fuel consumption for container ships in Korea (Le et al., 2020a, b). The results show that the ANN model provides accurate fuel consumption estimates with a high level of precision.

Among the studies employing ML models in the field of fuel consumption in maritime transportation mentioned above, none have demonstrated the extended application of these models within the SC. This involves utilizing simulation tools as a method to visualize the SC, aiding SC operators in emerging economies to observe the SC activities they are implementing. This is the primary objective of this research, aiming to lay the groundwork for proposing scenarios and addressing more complex problems in the future, making academic content more accessible to export businesses and thereby increasing the applicability of academic research.

2.3 Discrete event simulation
DES has become an increasingly popular tool for analyzing and optimizing SC systems due to its ability to model complex systems, simulate scenarios and analyze outcomes in a risk-free and cost-effective environment (Legato and Mazza, 2023). Over the years, several studies have employed DES to model and optimize SC systems, demonstrating its potential for enhancing SC efficiency. For instance, Christopher and Peck (2004) discussed the use of DES to model and evaluate SC risks, which could help SC managers develop contingency plans to mitigate risks. Prinz et al. (2019) demonstrated how DES could be used to model and evaluate the energy efficiency of forest chip supply systems. The study found that DES can effectively analyze complex SCs and identify opportunities to improve energy efficiency. Moussa et al. (2019) proposed an innovative approach to solving warehousing problems by combining ARIZ, lean management and DES. The study found that this approach could effectively identify and solve warehousing problems and improve overall performance. Rabe et al. (2020) explored how genetic algorithms and DES could be combined to speed up computational times in simheuristics. The study found that this approach could significantly reduce computational time while maintaining high levels of accuracy. Amorim-Lopes et al. (2021) demonstrated how DES could be used to improve picking performance in a large retail warehouse. The study found that combining probabilistic simulation, optimization and DES could effectively identify and solve performance problems and improve overall efficiency.
Oliveira et al. (2020) explored the use of DES to aid decision-making and mitigation in solid waste management. The study found that DES could be an effective tool for evaluating different waste management strategies and identifying opportunities to improve overall efficiency and sustainability. In the port logistics field, another study calibrated DES for two distinct queueing network models for quantitative evaluation of the two major logistic processes in a real container terminal for pure transshipment (Legato and Mazza, 2020).

Despite the growing body of literature on the use of DES in SCM, there is still a research gap in terms of its application to real-world situations. Many studies have focused on theoretical models and simulations, but there is a need for more empirical studies that test the effectiveness of DES in practical settings. Additionally, there is a need for more research on the integration of DES with other emerging technologies, such as blockchain and artificial intelligence, to further investigate SC operations for sustainability.

To bridge the research gap, this study provides a new approach evaluating sustainable SC performance by deploying the traditional regression and ML models of transportation cost as inputs to the DES model.

3. Conceptual framework and exploratory data analysis

3.1 Data collection

The data for this study were collected from multiple sources, with two main datasets identified: (1) the fuel consumption model data for container ships and (2) the SC simulation model data. The dataset (1) was obtained from a leading global shipping company with a branch in Vietnam, covering the period from October 2018 to December 2019. It consists of 8,197 voyages, including parameters such as vessel identification number, fuel consumption of container ships per voyage (in metric tons of fuel oil), departure port, destination port, departure time, arrival time, design speed (knot), average speed (knot), cargo weight (in metric tons) and draft (in metric tons).

The dataset comprises a diverse range of maritime transport routes, including Intra-Asia, Asia–North Europe, Asia–South America, Asia–North America, Asia–Mediterranean, Asia–Oceania, Intra-Europe, North America–South America and North Europe–North America (see Table 1). Additionally, the number of observations is adequate for running ML models, as per the review of similar studies such as the 724 observations (Uyanı̈k et al., 2020); 10,461 data rows (Bui-Duy and Vu-Thi-Minh, 2021); 645 rows (Yuksel et al., 2023) and 242 entries (Yan et al., 2020).

The dataset (2) was obtained from the General Department of Customs for the period from March to September 2022, specifically focusing on the catfish export volume through the Hai

<table>
<thead>
<tr>
<th>Lane</th>
<th>Number of voyages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intra-Asia</td>
<td>2,018</td>
</tr>
<tr>
<td>Asia–North Europe</td>
<td>1,098</td>
</tr>
<tr>
<td>Asia–South America</td>
<td>832</td>
</tr>
<tr>
<td>Asia–North America</td>
<td>1,784</td>
</tr>
<tr>
<td>Asia–Mediterranean</td>
<td>542</td>
</tr>
<tr>
<td>Asia–Oceania</td>
<td>329</td>
</tr>
<tr>
<td>Intra-Europe</td>
<td>539</td>
</tr>
<tr>
<td>North America–South America</td>
<td>416</td>
</tr>
<tr>
<td>North Europe–North America</td>
<td>639</td>
</tr>
<tr>
<td>Total</td>
<td>8,197</td>
</tr>
</tbody>
</table>

Source(s): Table by authors
Phong, Quang Ninh and Ho Chi Minh ports. The dataset comprises 312 shipments. It includes variables such as the Bill of Lading numbers, customs declaration number, declaration time, number of containers, cargo weight (in metric tons), cargo value (in USD), transportation mode, name and address of exporting and importing companies, departure port, destination port and tax rates. The number of shipments is relatively acceptable, with an insignificant deviation compared to similar studies utilizing simulation platforms for SC, such as 443 shipments (Bui-Duy et al., 2023).

3.2 Conceptual framework
The SC encompasses multiple stages with a plethora of parameters, including procurement, production, storage, inventory management, raw material management, transportation management, distribution management and last-mile delivery management. Within the scope of this study, we focus on leveraging the impact of ML models for predicting maritime transportation costs (main-leg transportation) on the financial and environmental metrics of the entire SC through DES techniques.

In maritime transportation, establishing a highly accurate model for estimating fuel consumption and consequently fuel cost is crucial. Previous studies have consistently identified speed as the most influential factor (following an exponential function) (Psaraftis and Kontovas, 2013; Wang and Peng, 2019), along with factors such as voyage distance (Meng et al., 2016), vessel age (Zakerdoost and Ghassemi, 2019), displacement and draft (Bialystocki and Konovessis, 2016), load factor (Le et al., 2020a, b), trim (Coraddu et al., 2017) and weather conditions (Vettor and Guedes Soares, 2022). Due to the lack of data on technical specifications as well as weather conditions, and given that the main focus of this study is to explore SC dynamics rather than heavily emphasizing technical models, we employ the following variables: speed, vessel running time (derived from distance divided by speed), load factor, displacement and fuel purchase price for the maritime transportation cost model.

While an increasing number of studies have calibrated ML for fuel consumption prediction, traditional regression methods remain applicable under certain circumstances. These include situations when there is limited data or insufficient data to train an effective ML model or when a simpler model structure is preferred to reduce computational complexity and enhance interpretabillity. Additionally, traditional regression approaches may be favored when there is a preference for model explainability over predictive accuracy.

3.3 Data preprocessing
Outliers can pose a serious problem for statistical analyses, as they can inflate error rates, obscure true effects and lead to inaccurate conclusions. Detecting and properly handling outliers is critical for ensuring the validity and reliability of research results (Wilcox, 2016). The identification and removal of outliers is essential for improving the accuracy and usefulness of data analysis. In this study, we utilize density-based spatial clustering of applications with noise (DBSCAN) as a density-based clustering algorithm, to detect outliers. One of the main advantages of DBSCAN for outlier detection is its ability to handle datasets with varying densities and irregular shapes. Unlike traditional methods, DBSCAN does not assume any particular distribution or shape of the data, making it robust to outliers that may not conform to typical patterns. Recent studies have demonstrated the effectiveness of DBSCAN in detecting outliers, such as identifying unusual traffic patterns in transportation networks (Gonzalez et al., 2011). In implementing DBSCAN, two key hyperparameters that need to be appropriately set up include the minimum number of data points required to form a cluster \(k\) and the maximum distance between data points in the same cluster \(\varepsilon\). To identify the optimal value of \(k\) for DBSCAN clustering, we use the k-distance graph method. The k-distance graph is a plot of the distance to the kth nearest neighbor (kNN) for each point in
the dataset, sorted in descending order. We then identify the knee point in the k-distance graph, which is the point where the slope of the graph changes significantly. This knee point represents the optimal value of $k$. To identify the optimal value of $\varepsilon$ for DBSCAN clustering, we use the elbow method. The elbow method involves plotting the kNN distances in ascending order and then computing the ratio of the differences between consecutive distances to the distances themselves. We then choose the elbow point, which is the point at which the ratio of differences starts to level off.

Along with using DBSCAN, we continue to use the Mahalanobis technique to detect outliers due to its advantage in detecting multivariate outliers (Hadi and Simonoff, 1993). Mahalanobis distance is defined as the distance between a multivariate point $x$ and a reference point $\mu$, normalized by the covariance matrix $\sum$ of the dataset:

$$D^2 = (x - \mu)^T \sum^{-1} (x - \mu)$$

where $T$ denotes the transpose, $\sum^{-1}$ is the inverse of the covariance matrix, and $D$ is the Mahalanobis distance. The Mahalanobis distance measures how many standard deviations away $x$ is from the mean of the reference distribution, taking into account the correlations between variables. If $D^2$ exceeds a critical value, the corresponding observation may be considered an outlier.

### 3.4 Feature standardization

Standardizing the data involves transforming the original data values to a new scale to reduce the impact of differences in variable magnitudes (Cao et al., 1999). It has several advantages that make it a suitable choice for many applications. One of the main advantages of standardization is that it centers the data at zero and scales it to have unit variance, which makes it easy to compare the relative magnitudes of different variables (Lichstein et al., 2002). Standardization is often preferred in practice because it preserves the distributional shape of the data. Standardization scales the data to have a zero mean and unit variance using the formula:

$$x_{std} = (x - \text{mean}(x))/\text{sd}(x)$$

where $x$ is the original data value, $\text{mean}(x)$ is the mean of $x$ and $\text{sd}(x)$ is the standard deviation of $x$.

**Table 2** provides descriptive statistics for various variables related to the fuel consumption model of container ships. The wide range of fuel consumption and cargo weight suggests that the ship may be used for a variety of operations with different requirements. The low standard deviation of ship speed indicates that the ship may operate at a relatively consistent speed. The moderate range of sailing time values suggests that the ship can be used for different routes and distances. The low standard deviation indicates that the sailing time is relatively stable and consistent across different routes and distances. The

<table>
<thead>
<tr>
<th>Variable</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>SD</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC (MT)</td>
<td>1.8</td>
<td>2,562.7</td>
<td>70.7</td>
<td>95.5</td>
<td></td>
</tr>
<tr>
<td>V (Knots)</td>
<td>5.2</td>
<td>24.4</td>
<td>15.0</td>
<td>2.7</td>
<td>1.05</td>
</tr>
<tr>
<td>T (Days)</td>
<td>0.03</td>
<td>36.0</td>
<td>9.63</td>
<td>1.7</td>
<td>1.06</td>
</tr>
<tr>
<td>C (MT)</td>
<td>2840</td>
<td>86,040</td>
<td>30,960</td>
<td>19,444.2</td>
<td>2.78</td>
</tr>
<tr>
<td>CW (MT)</td>
<td>605</td>
<td>51,546</td>
<td>12,604</td>
<td>7,321.1</td>
<td>2.71</td>
</tr>
<tr>
<td>Disp (MT)</td>
<td>607</td>
<td>133,335</td>
<td>29,040</td>
<td>25,131.3</td>
<td>1.25</td>
</tr>
</tbody>
</table>

**Source(s):** Table by authors
high standard deviation of ship capacity and cargo weight may suggest that the ship is used for a variety of cargoes, which can affect fuel consumption and sailing time. The moderate range of displacement values suggests that the ship has a medium to large size. The mean value of displacement indicates that the ship can carry medium to large volumes of cargo. The relatively high standard deviation indicates that the ship’s displacement can vary significantly depending on the type and volume of cargo. Based on the analysis of the variance inflation factor (VIF), there is no evidence of significant multicollinearity among the independent variables in the regression model.

4. Model description
4.1 Energy cost model
4.1.1 Traditional approach. Firstly, in this study, the fuel consumption model per voyage (EC) for container ships is developed. Subsequently, the estimated energy consumption is multiplied by the fuel oil (FO) unit price at the loading port to establish the energy expense parameter (EE) for the DES model, as in equation (3).

\[ EE_i = EC_i \times FO_i \]  

There exists a plethora of methods for estimating fuel consumption models for container vessels in the literature. In this study, we adopt a bottom-up approach to model development, which entails decomposing the system into its constituent parts, identifying key variables and estimating their effects on fuel consumption via MLR models. This approach confers several benefits, including improved precision of estimates, ease of interpretation and the potential for targeted optimization.

Model LM1: \[ EC_1 = \alpha_1 TV^3 + \alpha_2 T + \varepsilon_1 \]  
Model LM2: \[ EC_2 = \alpha_1 TV^3 + \alpha_2 T + \alpha_3 Load + \varepsilon_2 \]  
Model LM3: \[ EC_3 = \alpha_1 TV^3 + \alpha_2 T + \alpha_3 Load + \alpha_4 Disp + \varepsilon_3 \]  

where \( T \) is sailing time (hours); \( V \) is operational speed (knots); \( Load \) presents the cargo load factor (%) defined by cargo weight (\( CW \) in ton) divided by ship’s capacity (\( C \) in TEU); \( Disp \) is displacement (ton); \( \alpha_1, \alpha_2, \alpha_3 \) and \( \alpha_4 \) are coefficients and \( \varepsilon_1; \varepsilon_2 \) and \( \varepsilon_3 \) are estimated errors. 

Le et al. (2020) have proposed and rigorously tested the LM1 model, which serves as a foundational building block for subsequent models in the field of container ship fuel consumption estimation. Building on this seminal work, we enrich the LM2 candidate by incorporating an additional independent variable related to the cargo load factor, thereby improving the explanatory power of the model (Le et al., 2020a, b). In turn, the LM3 candidate extends the sophistication of the LM2 model by introducing displacement variables, thus capturing the effects of this key environmental factor on fuel consumption, as indicated by Meng et al. (2016). By advancing the theoretical and empirical foundations of container ship fuel consumption modeling in this manner, we contribute to the ongoing efforts to develop robust and accurate models for optimizing the fuel efficiency of container shipping operations.

Several studies have examined the correlation between displacement and fuel consumption in ships. For example, Yang et al. (2019) found that displacement was a significant factor in predicting fuel consumption. Similarly, it was found that fuel consumption increased proportionally with displacement and that this relationship was robust across different speed ranges (Bocchetti et al., 2013). By advancing the theoretical and empirical foundations of container ship fuel consumption modeling in this manner, we contribute to the ongoing efforts to develop robust and accurate models for optimizing the fuel efficiency of container shipping operations.
4.1.2 Design ML architecture. For ML models, we utilize the ANN algorithm for the forecasting model. ANN is a powerful computational tool inspired by the structure and functioning of biological NNs (Bal Beşikçi et al., 2016). The configuration of an ANN model involves several key parameters and settings that profoundly impact its performance. Firstly, we employ a feedforward architecture, specifically a multilayer perceptron (MLP), which enables the model to process information in a unidirectional flow. The model architecture comprises two hidden layers, each consisting of 200 hidden nodes strategically positioned to extract intricate patterns and relationships from the input data. To enhance the network’s learning capabilities, we employ the Rectified Linear Unit (ReLU) activation function as in Equation (7), known for its ability to capture nonlinearities and facilitate efficient gradient-based optimization.

$$\text{ReLU}: f(x) = \max(0, x)$$ (7)

To ensure robustness and evaluate the model’s generalization abilities, we employed a tenfold cross-validation technique. This approach divides the dataset into ten subsets, with each subset taking turns as the validation set while the remaining nine subsets serve as the training data. By repeating this process ten times, we obtain a comprehensive assessment of the model’s performance across different data partitions. Three ANN models, namely ANN1, ANN2 and ANN3, are determined based on input layers, where ANN1, ANN2 and ANN3 have the number of input nodes equivalent to the number of independent variables as in models LM1, LM2 and LM3, respectively. The output layer of the ANN model is an EC variable.

4.2 Simulation model
In this section, we adopt the energy expense model into the DES architecture for the catfish SC as a case study. AnyLogistix platform, including multiple parameters, is utilized to simulate the real-world SC. AnyLogistix has the ability to model complex and heterogeneous SCs, taking into account multiple levels of detail such as transportation, inventory management and demand patterns (Ivanov, 2019). Its fitness for this purpose lies in the fact that it uses advanced optimization algorithms to model and simulate SC operations, allowing for the evaluation of different scenarios and the identification of optimal solutions. Additionally, AnyLogistix offers a user-friendly interface and supports integration with other tools and software systems, making it a versatile and powerful tool for SC analysis and optimization.

The customer locations are obtained from the General Department of Vietnam Customs and converted to longitude and latitude using a geographic information system (GIS) tool. Customer locations are distributed in the USA, EU and China, and each location has a different demand pattern for catfish based on historical data in 2019. The number of sites in the SC is also modeled, including farms, processing plants and sea ports. An inventory policy was established to ensure sufficient safety stock levels at each site while minimizing excess inventory and associated holding costs. Transportation between sites is modeled using a combination of modes, including container trucks and container ships. Sourcing policies from farms to processing plants to departure ports and from arrival ports to customer locations are set up based on the closest criterion, while sourcing policies between sea ports are set based on a split-by-ratio function.

5. Analysis results
5.1 Model validation
Model validation is an essential step in the development of any simulation model. One way to evaluate the accuracy of a simulation model is through statistical measures such as Mean Absolute Percentage Error (MAPE), Root Mean Squared Percentage Error (RMSPE) and
Mean Percentage Error (MPE). These statistical measures are used to compare the actual and simulated data.

MAPE is a widely used measure of forecasting error that expresses the difference between the actual and predicted values as a percentage of the actual values. It is defined as the average of the absolute percentage errors, where the absolute percentage error is the absolute difference between the actual and predicted values divided by the actual value. MAPE is a relative error measure, which means that it is unaffected by the scale of the data.

\[
MAPE = \frac{1}{n} \sum_{t=1}^{n} \left| \frac{A_t - F_t}{A_t} \right| \times 100\% \tag{8}
\]

where \( A_t \) is the actual value at time \( t \), \( F_t \) is the estimated value at time \( t \) and \( n \) is the total number of observations.

RMSPE is another measure of forecasting error that is similar to MAPE but takes into account the squared errors rather than the absolute errors. RMSPE is the square root of the mean squared percentage error, where the squared percentage error is the square of the difference between the actual and predicted values divided by the actual value. RMSPE is useful because it penalizes large errors more than small errors, making it a good measure of the overall accuracy of a forecasting model.

\[
RMSPE = \sqrt{\frac{1}{n} \sum_{t=1}^{n} \left( \frac{A_t - F_t}{A_t} \right)^2} \times 100\% \tag{9}
\]

MPE is a measure of the bias of a forecasting model, which is defined as the difference between the actual and predicted values. It is expressed as a percentage of the actual value, and positive values indicate that the model is over-predicting, while negative values indicate that the model is under-predicting. MPE is useful for detecting systematic errors in the model, such as a consistent over- or under-prediction of demand.

\[
MPE = \frac{1}{n} \sum_{t=1}^{n} \left( \frac{A_t - F_t}{A_t} \right) \times 100\% \tag{10}
\]

5.2 Model selection

Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) are used in statistical modeling to determine the best-fit model among a set of candidate models. They are measures of the goodness of fit of a model to the data while also taking into account the complexity of the model.

AIC and BIC both balance the fit of the model to the data against the complexity of the model. The difference between AIC and BIC is the penalty term for model complexity. AIC has a lower penalty term, whereas BIC has a higher penalty term. As a result, BIC tends to select simpler models than AIC.

Both AIC and BIC are based on likelihood functions, which estimate the probability of observing the data given the model. AIC and BIC are defined as

\[
AIC = -2 \log(L) + 2k \tag{11}
\]

\[
BIC = -2 \log(L) + \log(n) \times k \tag{12}
\]

where \( L \) is the maximum value of the likelihood function for the model, \( k \) is the number of parameters in the model and \( n \) is the number of observations in the data set. The AIC and BIC values are minimized to select the best-fit model.
Table 3 presents the results of three models for predicting outcome variables. All three models have p-values less than 0.01 ($p < 0.01$), which indicates a statistically significant relationship between the independent variables and the dependent variable at the 99% confidence interval. LM1 has an RMSPE of 24.3%, an MPE of 5.02% and an MAPE of 20.3%. Meanwhile, LM2 performs better than LM1, with RMSPE of 23.6%, MPE of −3.48% and MAPE of 14.4%. The best MLR model is LM3, which has the lowest RMSPE of 22.1%, MPE of −2.98% and MAPE of 13.2%.

The empirical results demonstrate the superiority of all ANN models over their respective MLR counterparts. Specifically, ANN1 exhibits a noteworthy reduction in the RMSPE, MPE and MAPE when compared to LM1. Similarly, ANN2 surpasses LM2 and ANN3 demonstrates a remarkable improvement in all aforementioned indices compared to LM3. These findings underscore the enhanced predictive performance and efficacy of ANN models in capturing the complex relationships within the dataset. Among the various models considered, it is evident that ANN3 outperforms the rest in terms of cross-validation metrics, specifically RMSPE, MPE and MAPE. The results demonstrate the remarkable accuracy achieved by ANN3, with a notable RMSPE of 16.1%, an MPE of 1.15%, and impressive MAPE of 7.03%. In particular, the MAPE improvement offered by ANN3 is striking, surpassing the poorest-performing model, LM1, by a substantial margin of over 13%. Furthermore, it is noteworthy that even when employing the same set of input variables, ANN3 exhibits superior accuracy than LM3, with an additional gain of over 6%. This highlights the robustness and efficacy of the ANN3 model in capturing intricate patterns and nuances within the dataset, resulting in enhanced predictive performance.

In addition to the performance metrics, the table also reports other important information, such as the adjusted $R^2$, AIC and BIC values. For all predicted models, the adjusted $R^2$ value is high, indicating a good fit to the data. Furthermore, the AIC and BIC values were consistent across all models, with LM1 having the highest values and ANN3 having the lowest values. Therefore, the results suggest that ANN3 is the best-performing model, with the lowest RMSPE, MPE and MAPE values as well as the lowest AIC and BIC values.

These findings underscore the significant advantages offered by the ANN approach, showcasing its ability to uncover hidden relationships and optimize the model’s fit to the data. By leveraging the power of ANNs, ANN3 has demonstrated its capability to provide more accurate and reliable predictions, contributing to improved decision-making processes and bolstering the overall quality of the analytical framework.

5.3 SC performance

Figure 1 represents the cost and revenue breakdown for a business operation, with six different estimated models being used to predict the associated costs. The costs and revenue are categorized into various components, such as facility cost, inbound processing cost, initial

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSPE (%)</th>
<th>MPE (%)</th>
<th>MAPE (%)</th>
<th>Adjusted $R^2$</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM1</td>
<td>24.3</td>
<td>5.02</td>
<td>20.3</td>
<td>0.9522 (0.000***)</td>
<td>57,763.9</td>
<td>57,784.7</td>
</tr>
<tr>
<td>LM2</td>
<td>23.6</td>
<td>−3.48</td>
<td>14.4</td>
<td>0.9557 (0.000***)</td>
<td>57,611.3</td>
<td>57,639.0</td>
</tr>
<tr>
<td>LM3</td>
<td>22.1</td>
<td>−2.98</td>
<td>13.2</td>
<td>0.9648 (0.000***)</td>
<td>57,478.4</td>
<td>57,512.9</td>
</tr>
<tr>
<td>ANN1</td>
<td>20.6</td>
<td>2.04</td>
<td>11.1</td>
<td>0.9813 (0.000***)</td>
<td>56,732.1</td>
<td>56,815.5</td>
</tr>
<tr>
<td>ANN2</td>
<td>17.9</td>
<td>−1.73</td>
<td>8.39</td>
<td>0.9845 (0.000***)</td>
<td>56,454.9</td>
<td>56,543.7</td>
</tr>
<tr>
<td>ANN3</td>
<td>16.1</td>
<td>1.15</td>
<td>7.03</td>
<td>0.9877 (0.000***)</td>
<td>55,810.2</td>
<td>56,011.6</td>
</tr>
</tbody>
</table>

Note(s): In parentheses: $p$-value at 99% confidence interval (***)
Source(s): Table by authors

Table 3. Model validation and evaluation
Comparing the costs of the estimated models, it can be seen that there are some variations in the costs predicted by each model. For instance, the simulation results reveal variations in inbound processing costs among the models. LM1 has the highest cost at USD 465,234, followed by LM2 at USD 445,816 and LM3 at USD 435,816. The ANN models show lower costs, with ANN3 having the lowest at USD 429,091. The analysis of outbound processing costs indicates similar trends. LM1 exhibits the highest cost at USD 454,456, while LM2 and
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LM3 have slightly lower costs at USD 441,971 and USD 448,432, respectively. Among the ANN models, ANN3 shows the lowest outbound processing cost at USD 437,673. The evaluation of inventory spend showcases consistent costs across the different models. The traditional models (LM1, LM2, and LM3) demonstrate similar inventory spending figures, ranging from USD 25,094,437 to USD 25,055,480. Similarly, the ANN models (ANN1, ANN2, and ANN3) also exhibit comparable inventory spend, with values ranging from USD 25,064,164 to USD 25,006,129. These findings suggest that inventory spend is not significantly influenced by the choice of estimated models.

**Figure 1.**

*Source(s):* Figure by authors
The analysis reveals notable variations in transportation costs among the different logistics models. LM1 exhibited the highest transportation cost at USD 9,325,341, followed by LM2 at USD 9,181,794 and LM3 at USD 9,170,655. Comparatively, the ANN models show slightly lower costs, with ANN3 having the lowest transportation cost of USD 9,163,036. However, there are certain costs that remain constant across all three models, such as the initial site cost, facility cost, inventory carrying cost, other cost, profit, revenue and total cost. These costs are likely to be relatively fixed and not significantly affected by the estimated model being used.

Therefore, for the fuel cost estimation model, despite the significantly higher accuracy of ANN models compared to traditional MLR models (up to nearly 13% higher), when running DES, the discrepancy in transportation costs between ANN3 and ML1 is only about 2%. This may be because, during DES execution, the system utilizes surplus resources to ensure that the supply chain operates smoothly and efficiently. Furthermore, although the difference is only 2% in percentage terms, the absolute value amounts to approximately USD 162,305. If the model were applied to the entire seafood supply chain of Vietnam, with a volume of USD 9.3 bn, this difference would amount to 22,870,250-USD. This represents a significant discrepancy between the two forecasting models. Therefore, the utilization of ANN models will assist SC operators in making decisions with less deviation.

6. Implications

6.1 Theoretical implications
This study provides several important theoretical implications, as follows: Firstly, the authors have successfully constructed robust ANN models for predicting the fuel costs of container ships. These models achieve higher forecasting accuracy than traditional regression methods. This accomplishment is significant in studies concerning fuel costs and emissions in maritime operations. Secondly, the study highlights the potential application of this model in SC research. SC scholars can fully leverage the model outputs to illustrate SC simulations by examining SC variations as fuel costs and constituent factors change. Through robust SC simulation tools such as AnyLogistix, AnyLogic or ExtendSim, researchers can observe SC operations and variations under different scenarios, providing strategic recommendations for SC operators. Finally, in line with the explosion of ML and DL algorithms, highly accurate forecasting models can be combined with robust simulation models, contributing to innovation in integrating multiple advanced methods in research.

6.2 Practical implications
This study also provides some practical values. Firstly, as previously mentioned, estimating fuel consumption and consequently fuel costs holds significant importance not only for scholars but also for ship owners and operators in fleet management practices. Secondly, having such an accurate model can assist environmental policymakers in measuring emissions from transportation activities as a basis for carbon tax policies, as it is not feasible to install monitoring stations to measure these emissions at sea. Thirdly, for the seafood SC in Vietnam and many emerging economies, small-scale businesses are primarily focused on aquaculture and selling to trading enterprises, which then export to foreign partners. Consequently, they often lack the tools to observe the entire SC, making it difficult to explore different scenarios to improve the current SC. Through this research, observing SC activities becomes more accessible, and scenarios aimed at enhancing various aspects of the SC (such as maritime transportation costs) can be envisioned more easily, avoiding the expenses and risks associated with real-world validation. Finally, the approach of this research marks an incredibly crucial platform for improving traditional SCs toward economic sustainability and
addressing environmental issues. This aligns with the burgeoning development of ML techniques and the demand for digital twins in SCs aimed at innovation 4.0.

7. Concluding remarks
In summary, this paper has successfully achieved its initial research objective, which is to provide seafood SC operators in Vietnam with a detailed and accurate view of their chain operations through the combined use of two modern and robust techniques: the ANN algorithm and the DES platform. Vietnam’s seafood SC operators, accustomed to conventional production and transactional practices based on experience, may now benefit from scientifically evaluated insights from advanced DES-ML simulation model analysis. Specifically, the ANN algorithm is employed to construct a fuel cost prediction model, serving as a key input parameter system in the main stage of the entire SC. Undeniably, the fuel cost estimation predicated on the ANN3 model generates outcomes that are superior in terms of precision and accuracy vis-à-vis the other models considered. In addition, the validation results indicate that the inclusion of the cargo load factor variable contributes significantly to improving the estimation model’s accuracy. This is demonstrated by the marked increase (about 6%) in accuracy realized in the transition from the LM1 to the LM2 or (about 4%) from the ANN1 to the ANN2. While the displacement variable does not exert as strong an influence on estimation accuracy as the cargo load factor, it still plays a role in mitigating estimation errors, resulting in a reduction of approximately 1%. Notably, the ANN3 model emerged as the top performer in terms of estimation accuracy. It is also noteworthy that the MPE, MAPE and RMSPE validation errors are quite similar to those found in the estimation models advanced by Le et al. (2020a, b). These findings underscore the feasibility and reliability of the estimation model, which can be a valuable tool in predicting ship fuel consumption and fostering sustainable shipping practices.

The simulation model gives a breakdown of the costs and revenue for an SC operation and provides estimates using three different models. The analysis can provide insights into the costs and revenue associated with the operation as well as highlight potential areas for improvement in the SC. One key aspect of the operation is the transportation cost, which is variable across the three models. This cost may be influenced by factors such as fuel prices, sailing times and sailing speed. Understanding the factors that influence transportation costs is important for optimizing the SC operation. For instance, if delivery times can be optimized, transportation costs may be reduced. Another important aspect of the operation is inventory management. The inventory spend is also variable across the three models, suggesting that the estimated model used to predict inventory requirements may not be accurate. Implementing better inventory management strategies, such as just-in-time inventory management, may help reduce inventory spend and improve overall efficiency in SC operations.

The limitation of this study lies in its lack of detailed exploration into specific strategies or solutions to enhance SC operations, as it only reaches the level of constructing a visual model to facilitate SC operators’ easy understanding of their operations. However, visualizing the SC based on the combination of two robust and modern methods, such as ML and DES, can help the authors develop future research directions to address complex challenges. One typical problem could be investigating the impact of slow steaming on the entire SC to determine the optimal speed that meets both the financial and environmental KPIs of the chain. Another potential problem could involve carbon taxation on maritime transportation routes to Europe and America. Thus, how such tax policies would affect Vietnam’s seafood SC and what solutions SC operators need to prepare to maintain economic profitability and enhance the competitiveness of the chain are questions worth exploring.
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