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Abstract

Purpose –Misinformation is a significant phenomenon in today’sworld: the purpose of this paper is to explore
the motivations behind the creation and use of misinformation.
Design/methodology/approach – A literature review was undertaken, covering the English and Russian
language sources. Content analysis was used to identify the different kinds of motivation relating to the stages
of creating and communicating misinformation. The authors applied Schutz’s analysis of motivational types.
Findings –Themain types of motivation for creating and facilitatingmisinformationwere identified as “in-order-
tomotivations”, i.e. seeking to bring about somedesired state,whereas themotivations for usingand, toa significant
extent, sharing misinformation were “because” motivations, i.e. rooted in the individual’s personal history.
Originality/value – The general model of the motivations underlying misinformation is original as is the
application of Schutz’s typification of motivations to the different stages in the creation, dissemination and use
of misinformation.
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1. Introduction
For decades researchers havebeen exploring howwe interactwith information; various theories
have been used, from activity theory to practice theory and independent theories have been
evolved to explain various aspects of this interaction (e.g. a general information behaviour
theory (Wilson, 2016); everyday life information seeking (Savolainen, 1995); the emotional side of
information search (Kuhlthau, 2004; Nahl and Bilal, 2007); relevance (Saracevic, 2007); and task-
based searching (Vakkari, 1999), etc.). The information behaviour of many actors in different
situations is known, but what do we know about howwe behave in relation to misinformation?
Our aim is to discover what reasons motivate people to create and disseminate misinformation
and to propose a theoretical framework for the further exploration of the phenomenon.
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The earliest use of the wordmisinformation, according to the Oxford English Dictionary
(2022), where it is defined as “Wrong or misleading information”, is in 1605, while
disinformation is of more recent origin: being defined by the OED as: “The dissemination of
deliberately false information, esp. when supplied by a government or its agent to a foreign
power or to the media, with the intention of influencing the policies or opinions of those who
receive it.” and the earliest quotation is from 1955.

In a paper on algorithmicmethods for the detection ofmisinformation and disinformation, Søe
concludes similarly: “More specifically, I define misinformation as unintended misleadingness,
inaccuracy, or falsity, whereas disinformation is defined as intentional misleadingness,
inaccuracy, or falsity.” (Søe, 2018, p. 321–322). We can also add a definition of “fake news” as
news containing false or misleading content spread by fake news distributors with the intention
to deceive or being indifferent to the truth, imitating journalistic formats of real news, deceiving
the audience and disseminated virally through the onlinemedia, whichwe have found in English
and Russian language research (Jester and Lanius, 2021; pp. 26–27; Galyashina, 2021, p. 18).

Misinformation has come to prominencemainly as a result of the lies of former US President,
Donald Trump and his Republican supporters.We also see disinformation elevated to the status
of state propaganda in Russian TV and officially demanded lies from all other media and even
private citizens in relation to Russia’s war against Ukraine. But the practice is not new; the
production of documents to deceivegoes back to ancientMesopotamia,where fakewillswere the
subject of court cases (Michel, 2020). In Russia, AbrahamFirkowich (1787–1874), invented a new
history for Jews andKaraites [a Jewish sect] sowell that he achieved the protection of theKaraite
population from persecution (Shapira, 2020). The state sanctioned propaganda based on
disinformation was observed duringWorldWar I andWorldWar II, as well as in the era of the
Cold War (Bennet, 2020). In fact, it was Adolf Hitler who explained how the “big lie” functions:

in the big lie there is always a certain force of credibility; because the broadmasses of nation aremore
easily corruped in the deeper strata of their emotional nature than consciously or voluntarily; and
thus in the primitive simplicity of their minds they more readily fall victims to the big lie than the
small lie, since they themselves often tell small lies in little matters but would be ashamed to resort to
large-scale falsehoods. (Hitler, 1939, Ch. X)

One of the problems of distinguishing information and misinformation was identified by an
information scientist, Christopher Fox, who applied analytic philosophy to these two terms.
He established that both information and misinformation, “need not be believed by anyone”,
both “need not originate with a reliable informant . . . but with someone in an appropriate
position to know”. Furthermore, he found that “information need not be true, though
misinformation must be false” (Fox, 1983, p. 12). This makes it quite problematic to
distinguish between the two, especially, as misinformation may be unintentional, i.e. the
originator may believe it to be true.

Other authors in different disciplines have supplied other definitions of these concepts or
different relationships between them (see, e.g. Watzlawick, 1977; Karlova and Fisher, 2013;
Vraga and Bode, 2020; or Sunstein, 2021), but wewill stick with the simple definitions of these
concepts presented above.

Having in mind these definitions, we suggest using the termmisinformation as the widest
one, including all kinds of false content, whether intended or not and regardless of the format
and channel of its dissemination. Disinformation and “fake news” both are limited in some
way, the first by being intentionally spread as false information, the second as spread in a
particular format imitating reliablemessages.We focus on the existing research in the light of
what it says about the information misbehaviour of involved actors and, in particular, about
the reasons for such misbehaviour. In this respect we do not include in the concept of
misinformation fantasy, science fiction, satirical or humorous and similar messages that are
clearly visible and understood as a particular type or genre of information.
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We characterise misinformation in the title of this paper as information misbehaviour,
intending to typify the associated activities as pathological to some degree. That is, as
untypical behaviour relative to norms of communication behaviour in society, where the
information transferred by broadcast or print media, for example, is assumed to be reliable
and true. Even in societies where this norm is generally followed, there may be instances of
information misbehaviour, though unintentional spread of false information will not always
fall into this concept, especially if it is not accompanied by sensationalism or lackadaisical
disregard for the facts, as when a newspaper reports the words of a politician without
checking the facts. As far as we are aware the term has not been used previously in
information science, but we discovered that it has been used previously in other fields, for
example, by Sardou (2021) and by Longo (2013). However, neither of these authors uses the
term as we use it here: Sardou is concerned with the failure of corporations to abide by
financial regulations and the resulting market misinformation and Longo is concerned with
misbehaviour relating to cyber-security.

2. Modelling the relationships
Jia (2020) has reviewed five models of misinformation and disinformation that have been
published in social science publications, mainly conference proceedings, but also journals.
Their authorsweremodelling the actors, the factors supporting the spread ofmisinformation,
the elements of misinformation communication and the elements of misinformation detection
(Jia, 2020, p. 88). Wardle (2019, p. 8) has suggested that the motives of people creating,
receiving and spreading themisinformation should be different. Two of themodels have been
found in information science journals. Rubin (2019) has used the triangle of disease spread
used in epidemiology and saw the readers as susceptible hosts who lack resistance due to
information-overload, lack of time and media literacy skills. Karlova and Fisher (2013) have
created a complex model uniting most of the elements from all other models. Among other
elements they have identified “deceivers”, “receivers” and diffusers and their respective
motivated goals, reasons for believing and intents, which were marked as unknown. These
models together with the material collected fromGoogle Alerts were used as the basis to start
thinking and discussing the problem.

We began by constructing an a priori model of the relationship between the creation of
misinformation and its use (Figure 1). The communication sector of the diagram, on the right,

Figure 1.
A priori model of the
creation and use of

misinformation
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suggests that the creation of misinformation is motivated in some way, e.g. to gain some
benefit. However, a misinformation message could not reach its intended audience without
facilitation. This may be an e-mail system, or a social media platform such as Facebook or
Twitter. Without these facilitators the creator of misinformation could not reach an extended
audience. The facilitators’motivation for providing their services is profit, since they survive
on the income from advertisers.

The diffusion of misinformation enables use: the user has somemotivation to engage with
misinformation, may reject it as false, or may believe it and share it by retweeting or by
forwarding an e-mail message to acquaintances. As a result, the misinformation may be
refuted by concerned agencies (e.g. the National Health Service in the UK has collaborated
with social media to combat misinformation about the Covid-19 vaccines (NHS takes action
. . ., 2020)), or it may persist in cyberspace and continue to be accessed and believed.

Exploring misinformation from an information behaviour perspective draws our
attention not only to personal information behaviour, but also to corporate information
behaviour, such as YouTube’s employment of its recommendation algorithm (Mozilla, 2021)
and collective information behaviour, e.g. the actions of religious sects or quasi-political
groups such as the Proud Boys (Wilson, 2020), as creators and disseminators of
misinformation.

3. The nature of motivation
In Figure 1, we identified motives as the trigger for behaviour: that is, behind the decision to
post an anti-vaccinationmessage is somemotive, whichmay not even be fully apparent to the
person posting, but, nevertheless, must be present.

We use Schutz’s (1962) typification of in-order-to and becausemotives: in-order-tomotives
relate to some desired future state, to be brought about by the action of the person, while
because motives arise out of the individual’s past condition and circumstances.

Schutz notes that in ordinary language, the types are confused and that we refer to in-order-
to motives by using the word because. I may say of someone, “He is posting anti-vaccination
informationbecause hewants to alert people to potential harmful effects”. In fact, I should say,
“He is posting anti-vaccination information in-order-to alert people to potential harmful
effects”, as the person is seeking to bring about some desired future. A becausemotivewould be
expressed as, “He is posting anti-vaccination information because one of his children almost
died following vaccination”. Here the person’s motivation is in the past.

Schutz goes on to note that: “Motive may have a subjective and an objective meaning.
Subjectively it refers to the actor who lives in his ongoing process of activity. To him, motive
means what he has actually in view as bestowing meaning upon his ongoing action and this
is always the in-order-to motive.” (Schutz, 1962, p. 70–71 [our emphasis])

The example above of the poster of anti-vaccination messages illustrates this: in the act of
posting, the person has an in-order-to motivation; but reflecting upon his action, for example,
when interviewed, hemay reveal the becausemotive. Schutz notes that the objectivemeaning of
themotive is found: “Only in so far as the actor turns to his past and, thus, becomes an observer
of his own acts, can he succeed in grasping the genuine becausemotives of his ownacts.” (p. 71).

Motives relating to misinformation have been investigated in several disciplines, such as
communication studies (Herero-Diz et al., 2020), health information (Oxford English
Dictionary, 2022; Apuke and Omar, 2020), psychology (Susmann and Wegener, 2022) and
information science (Karlova and Fisher, 2013). Having this in mind, we set out to explore the
motivations of information misbehaviour using Schutz’s typification as a tool to
explore them.

A number of research questions can be derived from Figure 1 and three are chosen for
exploration in the existing literature:
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(1) What motivates the creation of misinformation?

(2) What motivates someone to accept misinformation?

(3) What motivates someone to further disseminate misinformation?

4. Method
4.1 Data collection – Web of Science
When a search is carried out in Web of Science for fake news OR misinformation OR
disinformation in the title field, it is evident that the Trump administration in the USA, with
its promotion of “alternative facts” (Fandos, 2017), provided a stimulus for the growth of
articles on the topic. Thus, in 2016, the year before his election, Web of Science recorded only
seventy-four articles. From this point, the output grows: see Table 1.

Over the period, eighty-seven articles (2.2%) actually mention the ex-President,
according to a search of the abstracts. Seventy-four million US citizens voted for him in the
2020 election and many of them continue to believe the lie that he won the election, which
was “stolen” from him (Most Republicans . . ., 2021). It would be interesting to investigate
how many of these supporters are still active in spreading misinformation.

The 3,998 records, for the period 2016–2021, were searched for the occurrence of the
terms motive/s/ation, or intention/s in the abstracts, since examining every text for the
same terms would have been much too time-consuming. This resulted in 372 articles
and analysis of the abstracts resulted in 109 that were of apparent further interest.
The 109 articles were distributed over the Web of Science research areas as shown in
Table 2. Only those research areas with ten or more articles are shown and these account
for 92% of the total:

4.2 Data collection – Russian research literature
Given the attempts from Russia to affect the results of elections in the USA, France and the
UK (Daniels, 2017; Narayanan et al., 2017) and its massive propaganda disinformation,
related to the war in Ukraine, aimed at its own population and the international public, we
thought it useful to carry out a search of Russian research literature to see how the subject
was treated by Russian scholars. Google Scholar was searched using a variety of queries
(fal’shivyje novosti, feikovyje novosti, poddel’nyje novosti, misinformacija, dezinformacija and

Year 2017 2018 2019 2020 2021 Total

No. of publications 232 420 779 1,149 1,418 3,998

Communication
Computer
science

Government &
law

Science/
technology

Information
science Psychology Total

35 24 14 13 12 11 109

Table 1.
Growth of publications

on misinformation

Table 2.
Distribution of papers
over Web of Science

research areas
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their combinations). As the basis for search is different in Google Scholar we get rather higher
returns; however, the years of publication on the first ten pages of articles in each search
range from 2011 to 2021 with the highest number of hits in 2017–2021. To some extent this is
confirmed by the statistics of the largest open science database in Russia, Cyberleninka
(cyberleninka.ru). For the query “fal’shyvyje novosti” (on January 1, 2022) it shows the
following numbers (Table 3):

It seems that the interest in Russian language researchwas triggered by the accusations of
Russianmeddlingwith the Brexit process, although Trump’s “feikovyje novosti” related to his
Russian contacts also made an impact (Zuikina and Sokolova, 2019). Research areas in
Cyberleninka are set, the articles assigned to them and there is no possibility to identify how
the classification areas overlap. However, the texts are distributed over the following research
areas (Table 4):

There is an obvious overlap between the research areas, but it is interesting that the
largest number of articles is assigned to linguistics. This can be attributed to the studies of
emergence and development of linguistic discourse of information warfare in the political
sphere, but also in economics and ideology (Kushneruk and Chudinov, 2019). These studies
were omitted as well as the reviews that are opinion pieces without proper references to
literature or cases. In terms of topics discussed in relation to the query categories, we can see
that in response to the querymisinformacija, the hits are mainly related to historical studies
of the phenomenon. The remaining query words return the publications exploring mainly
modern cases related to the presidential elections in the US, Brexit, the Covid-19 pandemic
and the Russian-Ukraine conflict (before the start of the war).

Further informationwas collected fromGoogle and Google Scholar Alerts created tomonitor
current journalismand scholarly contributions. TheGoogleAlert generated notifications at least
once a day, signifying the prevalence of the topic in the daily news of many countries.

4.3 Analysis
The bibliographic data and abstracts for all 109 papers, which included variants of motive,
retrieved fromWeb of Sciencewere downloaded to an Endnote library. Papers on technological
solutions to the problem of misinformation, popular journalism, bibliometric studies of the
growth of the literature in the field and a variety of other topics that were deemed irrelevant to
the present exercise were removed. The remaining papers were reviewed and, where specific
motives were identified and explored in the research, the concepts were recorded and
standardised. Many papers simply used the term motive or motivation but only in a general
context, for example, the statement, “our inability or lack of motivation to recognise and
challenge misinformation” (Yeo and McKasy, 2021) occurs in a paper that does not discuss

Linguistics
and literature
research

Media and mass
communication

History and
archaeology

Philosophy,
ethics,
religious
studies

Political
science Law

Art
studies

Business
and

economics Sociology Educology

344 290 227 114 110 94 84 70 21 18

Year 2017 2019 2020–2021

No. of publications 621 446 453

Table 4.
Publications in
Russian over
Cyberleninka
research areas

Table 3.
Publications in
Russian
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motivations to create, use or disseminate misinformation. A number of the papers also use the
term in relation to the specific theory of motivated reasoning.

More useful were those papers that identified specific motives, e.g. in a statement such as,
“individuals who report hating their political opponents are the most likely to share political
fake news and selectively share content that is useful for derogating these opponents”
(Osmundsen et al., 2021), the phrase “useful for derogating these opponents” is an aspect of the
concept achieving or retaining political power.

Papers from theRussian research literaturewere treated in a similarway. Cyberleninka allows
access to the first 100 full-text documents registered in the system related to the query.Most of the
hits to the query “fal’shivyje novosti, feikovyje novosti” related to the linguistic characteristics of
the fakes, ways of counteracting them by legal, technological or other means, historical studies or
were reviews of previous literature and had little or no bearing to the issue of motives in creating,
accepting or spreading fake news. Only 22were relevant to our research questions onmotivation
to create or use misinformation and, thus, we have chosen them for analysis.

Related identified motives were then sorted under the concepts, such as political power or
economic gain, or need for belonging, etc. (as noted above). The number of articles related to a
particular concept had no bearing to the creation of a concept. Thus, even one motive could
constitute a concept if nothing similar could be found. This is consistent with a qualitative
approach that we have adopted in our literature study. Then each concept was interpreted by
each author of this article in terms of Schutz’s types of motives (because of and in order to).
The overlap of interpretations between two authors was identical. This could be explained by
deep discussions of the Schutz’s typifications carried out by the authors before the study.

5. Results
5.1 What motivates the creation of misinformation?
The most obvious set of motivations for creatingmisinformation relate to its use by politicians
to gain or retain power. The events surrounding the 2020 Presidential election in the USA
brought the subject sharply into focus. President Trump’s promotion of misinformation during
his presidency, set the tone for the election and subsequent events. The Washington Post
database of Trump’s misleading and false claims (or just lies) (https://www.washingtonpost.
com/politics/interactive/2021/timeline-trump-claims-as-president/?itid5lk_inline_manual_10)
ultimately totalled 30,573 items; the numbers increasing year by year of the presidency. It is
rather ironic that while promoting misinformation he labelled the authentic news sources as
“fake news”. Thus, it seems that Trump sought to deflect attention from his own actions, to
denigrate the work of opposition politicians, to pander to his support base and to gain support
for re-election – all falling into the category of gaining and sustaining political power.

Where a nation’s leader goes, it is likely that others will follow: Slevin (2021) reported on
the 2020 election results in Iowa where the Republicans:

drove turnout to unexpected levels by crafting blunt-force narrative anchored in puffery and lies
when it came to Trump caricature and when it came to Democrats . . . and it worked, especially in
rural counties, where Trump and the G.O.P. won by significant margins.

Just as the party machine may operate in this way, individual politicians are also
misinformation spreaders. Most notably, Republican Marjorie Taylor Greene,

was one of 147 Republicans who voted in favor of objections to the results of the presidential election
in early January and has falsely claimed therewaswidespread voter fraud. She has praised QAnon, a
baseless conspiracy theory that claims Democrats andHollywood celebrities are Satan-worshipping,
cannibalistic pedophiles. (Funke, 2021)

No doubt the motivation for her political untruths is the desire to appeal to what now
appears to be the core Republican voter. The motivation for propagating other nonsensical
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ideas is related to the same political purpose, since they are clearly designed to denigrate
the opposition.

Domestic politicians are not the only sources of misinformation in relation to the US
elections: in the US and elsewhere Russia has been active in spreadingmisinformation online.
Russia’s use of cyberspace to seek to influence political developments in the West is nothing
new; in 2017 the then UK Prime Minister Theresa May accused Russia of “meddling in
elections and planting fake stories in the media in an attack on its attempts to ‘weaponise
information’ in order to sow discord in the west” (Mason, 2017).

Russia also attempted to influence the Brexit referendum in the UK (Narayana et al., 2017),
as well as the 2016 and the 2020 US Presidential elections (Berghel, 2017) and the French
election in 2017 (Daniels, 2017). In the case of France, the attempt was frustrated by the
structure of the election process and the role of an independent body in countering the attacks
(Conley and Vilmer, 2018).

Thus, misinformation or, rather, disinformation is a tool of information warfare in the
international arena. Totalitarian regimes, such as in Nazi Germany or the Soviet Union were
especially masterful in such disinformation. Similar political powers have understood and
used modern network technology for undermining the political systems of competitors and
redirecting the attention of the world-wide public and opponents from their own aggressive
or unlawful actions (Berghel, 2017; Daniels, 2017).

A side-effect of such disinformation is also strengthening political positions inside the
countries. This is different from the previous examples, as political actors in this case are not
publicly visible. The complex and invisible state mechanisms employ professional and
voluntaryworkerswho do the job for personal gain or to avoid sanctions (Vasu et al., 2018, pp.
10–13). We can also see that, in Russia, research on misinformation in politics either focuses
on the historical origins of the phenomenon (Archangelskaja and Archangelskaja, 2020), or
relates to the resurrection of cold war tactics in the atmosphere of deteriorating international
relations (Romanov and Shabaev, 2020) and explores cases outside Russia (Koshkin, 2020). In
some cases, they present Russian disinformation accusing foreign actors of discrediting
Russia by falsehood (Il’ichova and Kondrashov, 2018). For example, the case of poisoning of
Skripal’ and his daughter is presented as “political manipulation aiming to dehumanise
Russia” (Brusenskaja and Kulikova, 2019, p. 105). As the researchers do not really present
any empirical proof in these cases, they participate in spreading falsehoods themselves.

In the political sphere, as shown here, the motivation for the creation of misinformation is
political: an individual, or a party, or an interested organisation will create misinformation to
divert attention from their own behaviour, to denigrate the opposition parties and to persuade
the electorate of the relevance of their position and the suggested ill-effects of the opposition’s
manifesto. All of which can be summarised as to gain or retain political power.

The so-called “Christian Right” is also closely associated with political right-wing fake news
and misinformation in the USA, indeed Douglas (2018) attributes the origin of fake news to the
religious fundamentalists who reject Darwin’s theory of evolution, as well as “the historical-
critical method of Bible scholarship” (p. 6). Their motivation is the preservation of what they
believe to be the traditional values of American society and the defence of the Old Testament
account of the origins of humankind.Members have also been promoters of conspiracy theories,
most notably those of the QAnon organisation. Graves and Fraser-Rahim note:

a significant number of evangelical Christians have, through social media, descended into QAnon’s
conspiratorial depths. This phenomenon appears to be, thus far, unique to white evangelical
Christians. QAnon myths are infused with anti-Muslim and anti-Semitic rhetoric. Theories abound
with claims that mask ordinances are a part of a long conspiracy by Muslims to install sharia law
within the United States and that underground cabals of child sex slaves are funded by Jewish
investor George Soros. (Graves and Fraser-Rahim, 2021).

JD
78,7

492



In Russian research, we find a serious empirical research by Zuikina and Sokolova (2019),
where the authors have identified a number of fake stories about Ukraine spread in Russian
media after 2014 (e.g. the crucification of a boy in Slaviansk; poverty and payment for public
transport in salt; the exclusion of Crimea fromUkraine by the Ukrainian authorities), inwhich
the misinformation is used to justify the political aims and actions of the communicator and
meet emotional needs of the internal, Russian, audience regardless of their origin or truth
(Zuikina and Sokolova, 2019, p. 13).

The economic motivation is also brought to bear in the political sphere: perhaps the most
notable example of this is the misinformation “factory” in the small town of Veles in
Macedonia. Here, Mirko Ceselkoski runs the FacebookMarketing University, trainingmainly
young men to make money through attracting visitors to their Facebook pages or websites
(Hughes and Waismel-Manor, 2020). Ceselkoski claims to have helped Donald Trump to win
the 2016 election in the USA, although it is uncertainwhat effect was created by the fake news
generated by his trainees. Given that the monthly net wage in the town is about $360, the
economic imperative is clear and it is said that some residents havemade tens of thousands of
dollars and even more than a million.

The economicmotivation is also present in research onmisinformation related to competition,
such as false advertisements, as in the case of face-cream promotion by J. Berzvershenko
(Sarkisiants and Riabova, 2019). The desire of the media to attract attention for commercial gain
and saving resources, without investing in serious journalistic work and fact checking, is also
often mentioned in Russian research (Dorofejeva, 2019; Sukhodolov and Bychkova, 2017).

Another major area of misinformation is in medicine and health care. This has come to
the fore recently as a result of the Covid-19 pandemic and has resulted, for example, in
President Biden saying that the misinformation available on Facebook was “killing people”
(Rodriguez, 2021). Biden subsequently modified his statement, commenting that “Facebook
isn’t killing people, these 12 people are out there giving misinformation” (Kelly, 2021). The
twelve people referred to are the “disinformation dozen” (Center for Countering Digital Hate,
2021). The Center’s research discovered that, “Content attributed to members of the
Disinformation Dozen had been posted or shared 503,896 times, representing 73.1% of the
total anti-vaccine posts represented by our sample”.

Although twelve people are named in the report there are three couples: Joseph Mercola
(number one) is the husband of Erin Elizabeth (number seven), Ty and Charlene Bollinger are
number three and Kelly Brogan (number nine) is the wife of Sayer Ji (number eight). In almost
all cases these people are selling alternative health products and their motivation is clearly
commercial gain. Fedorov et al. (2020) have identified a similar motivation of promoting
certain products against infection or attracting attention and increasing social capital by
offering easy solutions for recovery in Russian language media.

In the case of Robert F. Kennedy, Jr., however, there is no such motivation: Kennedy
promotes his anti-vaccination ideas and associated conspiracy theories, through his
organisation, Children’s Health Defense (https://childrenshealthdefense.org) and he seems to
genuinely believe that vaccines are harmful to children and adults.

Rizza Islam posts misinformation on the Covid-19 vaccine, but is also antisemitic and
homophobic. He promotes conspiracy theories, such as claiming that Bill Gates was involved
in planning the pandemic and that the vaccine makes women infertile. He has more than
500,000 social media followers, most of whom will be in the African-American community
(Center for . . ., 2021). It would seem that the motivation here is that of gaining personal
prestige in his community and particularly in the organisation Nation of Islam (https://www.
noi.org), of which he is a prominent member (Rizza Islam, 2021).

The situation can be summed up in the words of Pennycook and Rand (2020): “Bullshit,
such as in the case of fake news, is constructed to garner attention (or advertising revenue) or
achieve some sort of social or political gain (regardless of its truthfulness).” (p. 191)
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In theoretical terms, the motivations for the production of some form of misinformation,
are what Schutz (1962, p. 69) calls in-order-tomotives; that is, the desire to achieve some end.
As Schutz, notes, “From the point of view of the actor this class of motives refers to his
future”: the creator of misinformation is seeking to bring about an increase in sales, an
increase in personal prestige, or some other desired future state.

At this point we can expand the model to show the motivations to create misinformation
(Figure 2).

5.2 What motivates someone to accept misinformation?
The literature selected from the Web of Science and Cyberleninka revealed little devoted to the
motivation to accept misinformation; some factors do emerge, however: for example, Agley and
Xiao (2021) studied people’s belief innarratives aboutCovid-19. Four “profiles” emerged from the
analysis: the largest group of respondents (70.15%) believed the scientific evidence and scored
the alternative, conspiracy theories low. The remaining three profiles were more complex,
however; for example, profile 2 respondents scored all five statements highly, apparently being
prepared to believe the conspiracy theories while also believing the science.

Profile 1 respondents differ from those in profile 2, in having a more liberal political
orientation and much lower religious commitment (a mean score of 3.84, versus 7.56),
suggesting that conservative political views and religious beliefmaymotivate the acceptance of
misinformation. Religious fundamentalism was also identified by Bronstein et al. (2019) as
affecting the acceptance of misinformation, along with delusional ideation, dogmatism and
reduced analytical thinking. Badrinathan and Chauchard (2021) in a study carried out in India
also identify religiosity as a factor in belief in conspiracy theories.

Political ideology emerges as one of the most significant factors affecting the acceptance of
misinformation; for example in work by Reedy et al. (2014), Uscinski et al. (2016) and Winter
et al. (2016). In a study of the German elections of 2017, Zimmermann andKohring (2020) (who
use the term disnews for disinforming news) noted that,

former CDU/CSU supporters were more likely to refrain from electing this party the more they
believed disinformation. Instead, these voters tended to choose either the AfD or the SPD . . .
However, the impact of disnews on voting for the AfD becomes much stronger and more significant
for CDU/CSU supporters with right-wing attitudes. (p. 230)

Jusha’s (2019) experimental study has confirmed that the 40% of its participants did not
verify a false message if they were seeing it many times as it was easier to take it for granted
than check. Repeated messages made people believe them without checking and without
regard to contradictory knowledge and experience (p. 186). Lack of a critical attitude in
acceptance of misinformation was mentioned by Dorofejeva (2019) and media illiteracy by
Sukhodolov (2017) and Zuikina and Sokolova (2019).

Reduced analytical thinking has also been identified by Pennycook and Rand (2019, 2020)
as related to the acceptance of misinformation in the form of fake news: using the cognitive
reflection test (Frederick, 2005) they note that:

Figure 2.
Categories of motives
to create
misinformation
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individuals who are more willing to think analytically when given a set of reasoning problems (i.e.
two versions of the Cognitive Reflection Test) are less likely to erroneously think that fake news is
accurate. (Pennycook and Rand, 2019, p. 46–47)

Pennycook and Rand (2021, p. 399) note that, “Rather than being bamboozled by
partisanship, people often fail to discern truth from fiction because they fail to stop and
reflect about the accuracy of what they see on social media”, suggesting that political
partisanship has aweaker effect on the acceptance of misinformation and that acceptance is
more dependent upon previously established beliefs. Bago et al. (2020) carried out an
experiment to determine whether rational deliberation affected belief in fake news, rather
thanmotivated reasoning (Kunda, 1990), where a person’s reasoning is affected by a need to
protect their self-image or political ideology. A similar phenomenon is noticed by Fedorov
et al. (2020) confirming that people seek news confirming their established views and
opinions or to comply with the perceived consensus without regard to the origin and
verisimilitude of information.

On the other hand, Baptista et al. (2021), in a comparison of right-wing and left-wing
supporters in Portugal, found “a greater tendency for right-wing party participants to accept
fake news and news that confirms their beliefs” and “we can confirm that partisanship, like
political ideology, shows that people who belong to right-wing parties are more vulnerable to
believing in fake news.” (pp. 36–37).

Increased emotionality has also been identified as influencing the acceptance of
misinformation (Martel et al., 2020), that is, “momentary emotion regardless of the
specific type or valence of emotion is predictive of increased belief in fake news and
decreased discernment between real and fake (p. 15) and, “the more relied on emotion
over reason. the more they perceived fake stories as accurate” (p. 15). Russian
researchers refer to anxiety and emotional instability caused by uncertainty about a
situation (Manoylo and Popadiuk, 2020), or even mass psychosis caused by lack of trust
in official media and the sensationalism of fakes spread through information channels
(Archakova, 2020).

We can now elaborate the initial model in respect to the motivations that lead to the
acceptance of misinformation:

It will be clear that the motives here are rather different from those that underlie the
creation of misinformation: they are what Schutz (1962) describes as because motives. Such
motives arise out of the actors’ past experiences, their education, their family background,
their social background and their biographically determined situation. Figure 3 presents these
motivations.

Figure 3.
Categories of motives
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5.3 What motivates someone to further disseminate misinformation?
In 2018 the journal Science published the results of the investigation about the diffusion of
false news on Twitter between 2006 and 2017 (Vosoughi et al., 2018). They show that, “The
top 1% of false news cascades diffused to between 1,000 and 100,000 people, whereas the
truth rarely diffused to more than 1,000 people” (p. 1146). The influence of false political news
was deeper than any other (e.g. natural disasters, financial, or urban legends). They controlled
for the activity of robots and found that they had the same effect on spread on both false and
true stories, thus confirming that false news is spread more efficiently and wider by human
actions. Looking for the explanation of their results, the authors speculate that false newswas
experienced as more novel and provoking stronger emotional responses than true stories,
which may be why they are disseminated further.

Research shows that modern information technologies, especially social media, make the
dissemination of news so easy that it often happens before the meaning of the message is
grasped and carries with it an “implicit endorsement that comes with sharing” (Lazer et al.,
2018, p. 1095), “just because they can” (Zuikina and Sokolova, 2019, p. 19). The failure to
reason and evaluate the content before sharing was also found in the study on Covid-19
misinformation by Pennycook et al. (2020). The motives for accepting and believing
misinformation identified in the earlier section, such as the emotional response (Martel et al.,
2020) or political or religious partisanship (Douglas, 2018; Reedy et al., 2014), also motivate
people to share and disseminate misinformation.

Although there are few studies into the actual motives for sharing misinformation, some
have identified its predictors and reasons. A systematic review of literature on health-related
misinformation (Wang et al., 2019) found that the basic law of rumour can be applied to its
spread online: rumour circulation depends on the importance of the subject to individuals
multiplied by the number of conflicting messages of equal credibility on the topic (or the
ambiguity of the evidence) (Allport and Postman, 1947). Thus, the propagators of anti-
vaccination messages are characterised by vaccine aversion, increasing importance of
communication, by knowledge deficiency (Krishna, 2016) and mistrust in government and
pharmaceutical companies (Xu and Guo, 2018), which affects the credibility of the messages
sent by these bodies.

Sharing health or any other misinformation online is influenced by individual and
collective psychological factors, such as epistemic beliefs, feelings of fear or hope (Cua and
Banerjee, 2017) and social homogeneity. However, it is more problematic than simply an
inability to assess the accuracy of the news. Having found that, despite correctly assessing
the accuracy of messages, the study participants still claimed that they will share them,
Pennycook et al. (2021) state:

(i) people do care about accuracy more than about other content dimensions, but accuracy
nonetheless often has little impact on sharing because (ii) the social media context focuses their
attention on other factors such as desire to attract followers/friends, or to signal one’s group
membership. (p. 3).

The social aspect was also identified in a recent study of the motives to share Covid-19
misinformation on the Nigerian social media (Apuke and Omar, 2021a, b). The authors found
that altruistic persons who wish to help others are more likely to share Covid-19
misinformation on socialmedia and that a general inclination to seek and share information is
a strong predictor of sharingmisinformation. Thus, people gain gratification through helping
others, seeking social acceptance and passing time in finding and exchanging information.
The same wish to help or warn others by sharing misinformation was found in a survey of
social media users in Russia and also correlated with the importance of the issue and
perceived credibility of a sender (Romanov and Shabaev, 2020, p. 17). On the other hand, self-
promotion also plays a role (Apuke and Omar, 2021a).
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Considering fake news relating to Covid-19, Balakrishnan et al. (2021) tested six
variables relating to motives for sharing fake news and found that altruism, ignorance and
entertainment (i.e. “the use of technologies simply for the fun of it or for escapism” (p. 4))
were positively and significantly associated with a willingness to share fake news.
Akhmadeev and Bresler (2021, p. 93) have found that satirical news from the website
Panorama were not only shared on Facebook in the form of real news, but also enhanced
and embellished for fun.

Thus, to the earlier motives, we can add that further dissemination of misinformation
relates to the perceived importance of the subject to the person, reduced analytical thinking,
perceived ambiguity of the evidence, distrust of the originators of scientific information,
an altruistic wish to help others, need for social belonging, self-promotion, general
inclination to seek and share information and entertainment. These factors are set out in
Figures 4 and 5:

The majority of these motivational factors are because motives. Thus, misinformation is
disseminated because of the person’s pre-existing distrust of authority, or because of their
reduced capacity for analytical thinking, or because of a pre-existing desire to serve others
and so on for the other factors. Themotivation of the religious fundamentalist might be rather
more complex: they may spread misinformation in-order-to bring about more general
acceptance of their fundamentalism, but, as Schutz (1962, p. 71) notes, there may be a because
motive behind the in order to motive and in this case a person may spread misinformation
because of their pre-existing beliefs.

6. Discussion and conclusions
As a result of the findings, we can elaborate the initial a priori model:

This model is built on the assumed sequence of creation, acceptance and dissemination of
information, as presented in Figure 1. The main part of it relates to the disclosed motives of
the people taking part in each process belonging to the sequence. Thus we see that the
assumption by Wardle (2019) about the difference of motives in each phase should be
different is confirmed and we have managed to identify and name the unknown motives
present in the model by Karlova and Fisher (2013).

The most immediately obvious feature of the model is that the motivations for accepting
and sharing misinformation are more numerous and more complex than those that underlie

Figure 4.
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the creation and facilitation of misinformation. We do not suggest that the model includes all
possible motivations and an analysis of a larger body of documents would undoubtedly
reveal more. However, the types of motivations as suggested by Schutz are established with
sufficient variation. The dataset comprising two rather different parts has helped to show
that very similar motives of creation, acceptance and dissemination of misinformation are
found by researchers working in two different traditions of social science.

Regardless of the completeness of the model, however, it is useful to note the different
types of motivation in terms of Schutz’s typification introduced earlier in this paper. It is
evident that the motivations for the creation of misinformation are predominantly in-order-to
motives: the desire for political power, or personal prestige, or corporate gain, are all motives
of this type, since they relate to an anticipated future. The only because motive we found is
that of true belief, since it refers to the pre-existing state of mind of the creator.

The motivations for the facilitation of misinformation by making platforms such as
Facebook and Twitter available are also, clearly, in-order-to motives, mainly to gain
commercial or personal profit, or political power. The owners behind the facilitating
platformsmay promote noble ideals, such as Facebook’s mission “to give people the power to
build community and bring the world closer together” (Facebook, 2019), but, as a recent
whistleblower suggests (Timberg, 2021), the company is really more interested in profit.
Some other facilitators may be contributing to creation or spread of misinformation through
lack or saving of resources on competence and allocation of enough time for preparation of
materials, or for the reason of gaining prestige.

While some in-order-to motives may exist for the acceptance of misinformation, those
found in the literature are predominantly because motives. This is understandable, since, at
the point of acceptance, the viewer has no further motive in mind other than to decide
upon the truth value of the information, for them. Consequently, their previous
understanding of the topic, their religious or political bias, their stock of knowledge (Schutz,
1962, p. 20–21) on the subject, are the factors that determine acceptance or rejection.

As noted earlier, the motives for the further dissemination and sharing of misinformation
appear to be more numerous and more complex than in the other cases.

The model prompts a number of research questions that could be explored further, for example:

(1) In relation to thewillingness to acceptmisinformation as true, some research exists on
the credibility of the senders (Karlsen and Aalberg, in press) or the validity of the
content (van der Linden et al., 2017). More research linking creators, facilitators and
end users may bring better understanding of the decisions to accept or reject
misinformation.

(2) Which particular motives play the crucial role in sharing misinformation? Which
motives are involved in which situations or areas of misinformation, e.g. health vs.
politics, climate change vs. cybersecurity and so on?

(3) The interaction of because and in-order-to motives. If we accept Schutz’s comment
that, in the act, the actor’s motive is always in-order-to, researchers should always
explore the underlying because motives. Accepting a user’s description of their
motives while at the keyboard and screen would result in an inadequate
understanding of the true motivations for the actions.

In conclusion, we believe that the use of Schutz’s typification of motives provides a useful
mode of analysis for understanding themotivations of those who create, facilitate, accept and
share misinformation. The resulting conceptual model of Figure 5 presents a framework for
the further exploration of the phenomenon and suggests avenues of investigation that could
throw further light on the information misbehaviour of the actors.
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Figure 5.
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