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Abstract

Purpose – In this research, we examine the role of financial development, FDI, democracy and political instability on economic growth in West Africa.

Design/methodology/approach – The study uses the dynamic fixed effects technique on the secondary data obtained from 1996 to 2016.

Findings – Our empirical findings suggest that even though no significant relationship is established in the short run, the long-run coefficient of FDI is found to be significant and positive; a 1% increase in FDI inflow into the West African sub-region results in a 0.26% increase in economic growth. The coefficient of democracy is significant neither in the short run nor in the long run, but political instability is found to significantly and negatively impact the growth of the countries. Finally, the estimate of financial development–growth nexus follows the supply-leading hypothesis.

Research limitations/implications – This research affirms the proposition that FDI is a relevant means of technology and knowledge transfers, thus resulting in increasing returns to production as a result of productive spillovers, which drives the growth of the economy. Consequently, an efficient institution – where the rule of law, political stability and economic freedom are top priorities – is a key to accelerate the growth of the West African economy. Similarly, we confirm the validity of the supply-leading hypothesis in West Africa. As such, by deepening the financial system, the growth of the subregion is propelled because an efficient financial system is a basis for sustainable development.

Practical implication – The applicable policies are those that promote growth through FDI, financial development, democracy and political instability. The governments of West African countries are enjoined
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to promote policies that attract FDI into the subregion and promote financial sector credits so that
economic performances may be enhanced. In addition, the governments of West African subregion should
fully entrench democratic practices and enhance a stable and sustainable political environment. This will
not only restore investor confidence but will also facilitate the inflow of FDI into the West African
economy.

**Originality/value** – Our study is the first to jointly examine these important growth determinants, especially
in the context of West Africa. This becomes necessary in order to open the eyes of policy makers to the need for
entrenched full democracy and to proffer sustainable cures to the frequent unrests in the subregion. The use of
Pesaran (2007) technique of unit root is also a deviation from several existing studies. One advantage of this
 technique over others is that being a second-generation test, it tests variable unit root in the presence of cross-
 sectional dependence.
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1. **Background of the study**

In order to mobilise savings, diversify risks and spur economic growth, the liberalisation of
the economy is essential. This leads to a common practice among nations, who usually ease
restrictions on the inflow of capital (including offering tax incentives) in the development
process (Shahbaz and Rahman, 2012). The international flow of financial resources takes two
main forms as follows: the private foreign investment and the public development assistance.
The former is composed of both portfolio and direct investment. Again, while portfolio
investment does not involve any direct control of the firms where funds are invested, foreign
direct investment (FDI) mostly involves multinational corporations as the major players, who
come with ownership and direct control of the firms in the host country (Quer et al., 2012).

Thus, the era of globalisation reflects the free movement of multinational companies (MNCs),
developed to developing countries, wherein a colossal amount of FDI is seen to flow into
the developing economies through these MNCs. This gives it the leeway over other inflows
into any economy. However, the share of credit to private sector (by banks) in West Africa has
largely experienced a decline over the periods. Prior to 2005 (in Figure 1), the subregion’s
performance in financial development is abysmal, after which there was a relative
improvement until 2012 when there was a sharp decline. In a similar scenario, the inflow of
FDI into the West African economy increased relatively, until 2014, when there was a sharp
decline. The consequence of these is staggered growth rates experienced between the periods.

The literature has suggested that FDI can only stimulate growth, given certain policy
hypotheses, specifically the quality of institutions (Li and Tanna, 2019). Opines that

![Figure 1. FDI, financial development and economic growth in West Africa](image-url)
institutional framework supports markets, defines and protects rights, registers and facilitates economic exchange and enforces contracts. Succinctly, proficient and well-established institutions offer an appropriate environment for growth-enhancing activities, such as investment, innovation and entrepreneurship. It also permits the society to function smoothly as individuals are able to invest their time in more productive activities. Consequently, institutional quality is seen as an important determinant of economic growth. This is traceable to the pioneering work of North (1990), who asserts that institutional factors are essential in the attainment of sustainable growth and economic development. Given these, two possible institutional factors attributed to these poor performances are inefficient democratic institutions and frequent political instability in the West African subregion. While democracy is expected to promote economic growth (Acemoglu et al., 2015), Marc et al. (2015) document that in many occasions in West Africa, individuals saddled with the responsibility of maintaining law and order have themselves perpetually engaged in abuse of and disproportionate use of force against the civilians. In addition, the fundamental freedoms of several citizens have been desecrated via indiscriminate arrests, detentions and even murders, especially in atmospheres where the state fails to hold the perpetrator of such heinous acts accountable.

This research aims to empirically examine the roles of FDI, financial development, democracy and political instability on the growth of the West African subregion. Our study is the first to jointly examine these important growth determinants, especially in the West African subregion. This becomes necessary in order to open the eyes of policy makers to the need for entrenched full democracy and to proffer sustainable cures to the frequent unrests in the subregion. The use of the technique of unit root of Pesaran (2007) is also a deviation from several existing studies. One advantage of this technique over others (Levin et al., 2002; Hadri, 2000; Im et al., 2003) is that being a second-generation test, it tests variable unit root in the presence of cross-sectional dependence. As such, it controls for contemporaneous correlation which were not taken care of in the first-generation tests – leading to a possible (erroneous) rejection of the null hypothesis (Shittu and Abdullah, 2019).

The remains of the paper are arranged in the following order; Section 2 reviews the existing literature; Section 3 presents the research methodology; the empirical analysis is discussed in Section 4, while Section 5 draws conclusions and the implications of the findings.

2. Literature review

Gupta and Garg (2015) assessed the impact of FDI on India’s economic growth, for the period 2000–2013. The study used a regression technique and established that FDI requires a time period of three years to make its contribution to the economic growth in a significant and utmost favourable manner. Also, Agya and Wunuji (2014) conducted a study on the effect of FDI on China’s economic growth, using secondary data for the period 1995–2010. Using the Granger causality test, the authors established that used FDI does not cause economic growth in primary industry, but causes it in secondary industry; economic growth, in turn, causes FDI inflows in both secondary and tertiary industries. In determining the impact of savings and FDI inflows on economic growth in emerging Asian economies, Bayar (2014) used a vector error correction mechanism (VECM) on the data covering the period 1982–2012. A positive, long-run relationship was consequently established between FDI and economic growth. In agreement with this is the finding of Faruk (2012), who investigated the effect of FDI on the growth of Bangladeshi economy, using data spanning 1980–2011. Relying on the OLS technique, the author asserts that FDI has a greater impact on the country’s growth.

Moreover, Gursoy et al. (2013) investigated the relationship between FDI and economic growth in some countries (Azerbaijan, Kyrgyz Republic, Kazakhstan, Tajikistan, Turkmenistan and Uzbekistan) for the period 1997–2010. The Johansen test of co-
integration and Granger causality results revealed that FDI and economic growth variables are co-integrated, with the existence of bi-directional relationship between the variables. In the same vein, Hassen and Anis (2012) studied the impact of FDI on Tunisian economic growth. Relying on data from 1975 to 2009, the findings assert that FDI could boost the process of long-term economic growth. More so, Wakyereza (2017) examined the impact of FDI on growth, employment and poverty reduction in Uganda, between 1985 and 2014. Using the vector autoregressive (VAR) and ordinary least squares (OLS) techniques, the findings reveal that FDI contributes to Uganda’s economic growth, employment and poverty reduction. In addition, Nguye (2017) tested the short-run and the long-run effect of FDI and export on the growth of Vietnamese economy. Using the autoregressive distributed lag (ARDL) technique on the secondary data obtained between 1986 and 2015, the authors confirmed a significant and positive impact of FDI on economic growth in the long run. In a slight contrast to these findings, Tabassuum and Ahmed (2014) examined the impact of FDI on economic growth in Bangladesh, using a multiple regression technique on data spanning 1972 to 2011. The authors obtained that domestic investment exerts a positive influence on economic growth, whereas FDI and trade openness are less significant.

There is no consensus on the relationship between financial development and economic growth, being one of the highly debated issues in the literature. The advocates of one school of thought argued that financial development is indispensable for economic growth (Schumpeter, 1911; Goldsmith, 1959; McKinnon, 1973; and Levine, 1997). Conversely, the neoclassical theorists documented that finance is not a primary source of growth (see Lucas, 1988). In the empirical scene, Ibrahim and Alagidede (2018) examined the effect of the former on the latter in SSA, using a generalised method of moment (GMM) technique on annual data for the period 1980–2014. The findings reveal that while financial development supports economic growth, the extent to which finance helps growth depends crucially on the simultaneous growth of real and financial sectors. It was also established that the pass-through excess finance–economic growth effect via the investment channel is stronger. In agreement with this, Hassan et al. (2011) and Afonso and Blanco-Arana (2018) explored the relationship between financial development and economic growth in the organisation of Islamic countries (OIC) and the organisation for economic cooperation and development (OECD), respectively. Relying on panel regression and random effect (1990–2016) techniques, each of the authors obtained a positive association between financial development and economic growth. Also, Bist (2018) examined the effect of financial development on economic growth in 16 African and non-African low-income countries. Relying on secondary data spanning 1995–2014 and ordinary least squares (OLS) technique, the author observed a positive impact of financial development on growth in majority of the countries, even with a very low level of credit to the private sector in the region. In contrast to these findings, however, Ayadi et al. (2013) investigated the nexus between financial sector development and the growth of the Northern and Southern Mediterranean countries, between 1985 and 2009. Using a GMM technique, the authors found that the credit to private sector and bank deposit are negatively associated with economic growth. Singh (1997), Andersen and Tarp (2003), Ayadi et al. (2015) and Doctor and Grechyna (2015) have equally provided some arguments and evidence for an inverse relationship between financial sector development and the economic growth.

In a related study, the nexus between financial development and economic growth was examined in Poland, during the period 1990 to 2018. Skare et al. (2019) analysed this using the VECM, and they showed that financial series may possibly have long memory properties and that researching the financial development–growth nexus could require using fractional integration methods. The evidence equally suggested that financial development plays a significant role in both economic and credit growth. In line with this, Puatwoe and Piabuo (2017) obtained a positive association between financial development and economic growth in
Cameroon. The same relationship was examined in Nigeria, with a VECM on data for the period 1990–2009. Corroborating the earlier findings, Balago (2014) indicated that the development in banking sector credits and total market capitalisation affect economic growth positively. Furthermore, Jung (2017), using VAR technique on the South Korean data from 1961 to 2013, showed that financial development led to increase in economic growth and that there was a unidirectional causality from financial development through economic growth but not vice-versa. Conversely, Sekakela (2018) carried out a country-specific analysis of financial development and growth in Botswana, covering the period 1980 to 2014. Using the ARDL technique, the researcher established that financial development has a significant and negative impact on economic growth, both in the long run and the short run. Related to this is the finding of Samargandi et al. (2014), where financial development was observed to exert a positive impact on the growth of Saudi Arabia’s non-oil sector but a negative or insignificant impact on the oil sector growth and total GDP growth.

On the political instability–growth nexus, Alesina et al. (1992) assessed the impact of political instability on economic growth in 113 countries, from 1950 to 1982. Using a simultaneous equation model (SEM), the researchers established that in countries and periods with a high propensity of government collapse, growth is significantly lower. Also, how political instability affects economic growth in 169 countries was evaluated by Aisen and Veiga (2011), using data spanning from 1960 to 2004. Relying on the GMM, the findings indicate that higher degrees of political instability are associated with a lower GDP per capita growth rate. The authors also found that political instability adversely affects growth, by lowering the rates of productivity growth and, to a smaller degree, physical and human capital accumulation. In 18 Latin American countries, Gyimah-Brempong and Camacho (1998) used the SEM to examine the link between political instability, human capital and economic growth. The authors affirmed that political instability has a direct (negative) effect on growth and an indirect effect on economic growth through a decreased investment in both human and physical capital. It was also found that economic growth decreases political instability and increases human capital formation, thus reinforcing the negative effect that political instability has on economic growth. In addition, Rahman and Rashid (2018) examined the association between political instability and Bangladeshi growth, using data obtained from a survey questionnaire. They found that political instability affects all economic variables (such as exports, imports, price level, tourism sector, human rights); firms re-optimise in response to political strikes and they are able to substitute among factor inputs, mostly by decreasing wages and capital consumption.

Another major study was embarked upon, on ECOWAS member countries, from 2005 to 2012. To achieve his objective, Okafor (2015) used the fixed effects and GMM techniques and showed that each of terrorism, poor governance, social unrest, youth unemployment, death rate and natural resource rent has a negative relationship with economic growth. In the same line, Asteriou and Price (2001) examined the association on UK data, from 1961 to 1997, with the aid of GARCH-M model. Following previous findings, it was evident that political instability has a negative effect on growth and a positive effect on uncertainty; uncertainty, in itself, does not affect growth. Similarly, Musibau et al. (2017) observed that political instability, high level of corruption and decline in infrastructural development among other banes has reduced the flow of foreign direct investment in most countries in African region. More so, Gurgul and Lach (2013) assessed the role of political instability on the growth of 10 countries, using data ranging from 1990 to 2009. Their findings confirmed the contention that political instability has a negative impact on growth. This conforms to the finding of Fosu (2002), who revealed that abortive coups, rather than successful ones, had the greatest adverse impact on economic growth. Relying on the data from 31 SSA countries, between 1960 and 1986, and the OLS technique, the scholar equally affirmed that coup plots were growth-inhibiting. As such, while abortive coups negatively influenced economic growth
monotonically, the impacts of successful coups and coup plots appeared to be non-monotonic. However, the findings of Abdelkader (2015), in the case of Egypt, deviated from the above as the impact of political instability on economic growth was found to be ambiguous. Using the error correction mechanism (ECM) on secondary data covering 1972–2013, the study equally confirmed a positive link between democracy and economic growth, while the level of uncertainty has a negative impact on growth.

On democracy–growth nexus, Sandalcilar (2013) found that economic democracy positively influences the growth in transition economies, using traditional panel techniques on data obtained between 1992 and 2010. There is, however, no significant relationship between political democracy and economic growth, leading to the conclusion that political democracy affects the growth of the economies via its effect on economic democracy. In a similar cross-country analysis, with data spanning 1970–2013, Salahodjaev (2015) showed that the link between democracy and the real GDP growth rate varies with the level of cognitive abilities. Similarly, Kim and Heshmati (2019) measured the impact of democracy on the growth of 144 countries, using data ranging from 1980 to 2014. As such, the author established that democracy had a robust positive impact on economic growth. A credit guarantee is one of the most significant positive links between economic growth and democracy, such that the marginal effect of credit guarantee and FDI inflows are stronger in democratic countries than they are in non-democratic ones. Furthermore, democracy–growth nexus was examined (Rachdi and Saidi, 2015) in MENA countries, using GMM on data covering 1983–2012. The authors found that the scores on institutionalised democracy, institutionalised autocracy, competitiveness of executive recruitment, openness of executive recruitment and executive constraints have a robust and negative impact on the growth of MENA countries. On the reverse link in Kazakhstan and Uzbekistan, the impact of economic development on democracy was carried out, using secondary data ranging from 1991 to 2016. The researchers (Topçuğlu and Çağlayan, 2016) showed that economic development in Kazakhstan and Uzbekistan may not have had an impact on the country’s democratisation process. This corroborates the findings of Shabbir (2017); Drury et al. (2006); Djezou (2014); Acemoglu et al. (2014) and Cantwell et al. (2010). Conversely, Ruiz Pozuelo et al. (2016) affirmed that democracy does not cause economic growth.

3. Research methodology
3.1 Model specification and data source
The Cobb and Douglas (1928) production function asserts that the level of output rises in the long run if the constancy of the level of technology is complemented with increase in factor inputs (labour and capital). Relying on this proposition, we expect that the growth rate increases for a unit increase in labour and/or capital. More so, Dawson’s (2000) framework, which relies on Solow’s (1956) growth model, contends that the specification of the total factor productivity function – the determinant of the overall efficiency of the economy – in Mankiw et al. (1992) does not just reflect the level of technology (and their inflows). It also contends that the total factor productivity function equally includes other elements, such as institutions, which have different explicit impacts on productivity across economies. The choice of political institution is informed by the assertion that they form a part of the deep causes of economic performance, going by the hierarchy of institutions hypothesis (Acemoglu et al., 2015) – where economic institutions are thought to be dependent on political institutions. Consequently, a rise in capital inflows (via FDI or otherwise) and improved governance quality promote economic growth. Finally, the supply-leading hypothesis (see Samargandi et al., 2014) asserts that financial development acts as a productive input and therefore drives the growth of an economy. This is based on the premise that opening up the financial system propels the wheel of economic growth
through financial deepening and healthy rivalry. Again, this argument relies on series of conventional literature, which presume a positive nexus between financial development and growth via increased savings, capital accumulation and investment (see McKinnon, 1973; Schumpeter, 1911, Hicks, 1969; Shaw, 1973).

Following the above economic theories, as well as studies carried out by several researchers (including Tabassuum and Ahmed, 2014; Gupta and Garg, 2015; Ayadi et al., 2013; Rahman and Rashid, 2018; Fosu, 2002; Rachdi and Saidi, 2015), the following model is specified [1] in order to measure the impacts of FDI, financial development and political institutions [2] on the growth of the West African subregion:

$$GDPPCGR_{it} = \beta_0 + \beta_1 FDI_{it} + \beta_2 Democ_{it} + \beta_3 PTS_{it} + \beta_4 TLF_{it} + \beta_5 GFCF_{it} + \mu_{it}$$ (1)

We measure economic growth – used as the dependent variable – by accounting for the growth rate of population, in order to control for the differences in population among the West African countries under consideration [3]. The explanatory variables are foreign direct investment (FDI), political institutions (Democ and PTS), financial development (FinDev), labour (TLF) and capital (GFCF); $\beta_i (i = 0, 1, 2, \ldots, 11)$ is the representative parameter for the intercept and slope coefficients; $\mu_{it}$ is the residual term, which captures the impacts of other variables that are not included in the model; $i$ represents the cross-section (countries) and $t$ is the time series (in years). Furthermore, we rely on the secondary data source, composed of annual data on economic growth (GDPPCGR), FDI, FinDev, TLF, and GFCF), which are available on the World Bank’s World Development Indicators’ database. Moreover, the data on democracy are obtained from Polity IV, while that on PTS is sourced from the US Department of State, all of which range from 1996 to 2016. The between and within sample characteristics are 11 and 21 ($n = 11$ and $T = 21$) – bringing the sample size to 231 observations. The measurement and description of each variable is presented in Table 1.

3.2 The unit root test
The general form of a stationarity test follows a simple panel data model with a first-order autoregressive element as given below:

$$y_{it} = \rho_i y_{i,t-1} + \epsilon_{it}$$ (2)

where $i = 1, 2, 3, \ldots, N_i$; $t = 1, 2, 3, \ldots, T_i$; $y_{it}$ is the variable being tested (GDPPCGR, FDI, TLF, GFCF, PTS, FinDev and Democ); $\epsilon_{it}$ is a stationary error term.

The $z_t$ term may stand for panel-specific means, time trend and panel-specific means or none of these – depending on the conditions relevant to the analysis. By default, $z_{it} = 1$ so that the term $z_{it} y_{it}$ represents panel-specific means (fixed effects). If trend is specified, $z_{it} = (1, t)$ so that $z_{it} y_{it}$ denotes panel-specific means and linear time trends. It is to be noted that while Im–Pesaran–Shin (IPS) and the Fisher-type tests allow unbalanced panels, the other tests require balanced panels so that $T_i = T$ for all $i$.

The panel unit root tests are used to examine the null hypothesis [4], $H_0 : \rho_i = 1$ for all $i$, against the alternative hypothesis, $H_a : \rho_i < 1$. Depending on the technique adopted, $H_a$ may hold for all $i$, a fraction of all $i$ or just one $i$; the output of the respective test precisely states the alternative hypothesis. As such, [3.4] is often written as follows:

$$\Delta y_{it} = \varphi_i y_{i,t-1} + z_{it} y_{it} + \epsilon_{it}$$ (3)

so that the null hypothesis becomes $H_0 : \varphi_i = 0$ for all $i$ against the alternative hypothesis, $H_a : \varphi_i < 0$. 
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There are variations in the panel unit root tests; the Levin–Lin–Chu (LLC) and Breitung techniques assume that all panels share a common autoregressive parameter so that $\rho_i = \rho$ for all $i$. In contrast, some other techniques – IPS and Fisher-type – permit the autoregressive parameter to be panel-specific. More so, different assumptions are made (by different techniques) about the rates at which the number of time period ($T$) and panels ($N$) approach infinity or whether $T$ or $N$ is fixed. In the case of microeconomic panels of firms, increasing the sample size requires obtaining data on more firms ($N \to \infty$ while $T$ is constant [5]); in a macroeconomic analysis of countries, $T$ tends to infinity (while $N$ is fixed). As such, the sample size largely determines the appropriateness of tests; with a small number of panels and a large number of time periods, a panel test that assumes that $N$ is fixed or that $N$ tends to infinity at a slower rate than $T$ likely performs better than one that is designed for cases where $N$ is large. Moreover, some of these tests are reliant on the sequential limit theory (SLT): $(T, N) \to \text{seq} \infty$; the time dimension first approaches infinity, then does the number of panels. In practice, these techniques are more appropriate with a large $T$ and, at least, a moderate $N$ (see Phillips and Moon, 2000). Finally, this study also uses the panel unit root technique developed by Pesaran (2007). Being a second-generation test, this technique has the advantage of examining the stationarity of variables in the presence of cross-sectional dependence.

### Table 1. Description of variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDPPCGR</td>
<td>This defines the annual percentage growth rate of GDP per capita based on constant local currency. Aggregates are based on constant 2010 US dollars. The GDP per capita measures the gross domestic product divided by midyear population.</td>
</tr>
<tr>
<td>FDI</td>
<td>This refers to the net inflow (new investment inflow less disinvestment) in the reporting economy from foreign investors and is divided by GDP. It is the net inflow of investment to acquire a lasting management interest (10% or more of voting stock) in an enterprise operating in an economy other than that of the investor. The FDI aggregates the equity capital, reinvestment of earnings, other long-term capital and short-term capital, as shown in the balance of payments.</td>
</tr>
<tr>
<td>GFCF</td>
<td>This includes plant, machinery and equipment purchases, land development (fences, ditches, drains, etc) and the construction of roads, railways, hospitals, offices, schools and commercial and industrial buildings etc.</td>
</tr>
<tr>
<td>TLF</td>
<td>This defines the people, ages 15 and older, who supply labour for the production of commodities and services during a specified period. It includes both the currently employed (excluding students, family and unpaid workers; some countries do omit the members of the armed forces) and unemployed but that are seeking jobs, as well as first-time job-seekers.</td>
</tr>
<tr>
<td>FinDev</td>
<td>This measures the financial resources dispatched to the private sector by financial corporations, through loans, purchases of non-equity securities and trade credits and other accounts receivable, for which a claim of repayment is established. In some countries, these claims also cover the credit to public enterprises. The financial corporations include monetary authorities and deposit money banks, finance and leasing firms, money lenders, insurance corporations, pension funds and foreign exchange companies where data are available.</td>
</tr>
<tr>
<td>Democ</td>
<td>This is measured by political right (PR), civil liberty (CL) and polity2 indices. Polity 2 estimates the autocracy–democracy index, which ranges between −10 (complete autocracy) and 10 (complete democracy), obtained from the Polity IV dataset. The PR and CL are measured on a one-to-seven scale; one represents the highest degree of freedom and seven represents the lowest.</td>
</tr>
<tr>
<td>PTS</td>
<td>This measures the level of political terror, defined as the violation of fundamental rights to physical integrity of a person, by agents of the state. It is measured on a 5-point ordinal scale, based on the information contained in the annual human rights reports of the United States Department of State. A higher score implies a greater level of abuse, physical integrity rights violation or political terror.</td>
</tr>
</tbody>
</table>

**Note(s):** Polity instability – measured by PTS – and democracy are used as proxies for political institutions; each of Polity2, PR and CL is taken as a measure of democracy.

**Source(s):** Authors’ compilation.
3.3 Panel ARDL: the dynamic fixed effect

Given a system of equations, each of the variables in the relationship is presented with no regard to any specific order – as in the general relationship of the PARDL in equation (4):

\[
GDPPCGR_t = \alpha_0 + \sum_{l=1}^{p} \alpha_{1l} GDPPCGR_{t-l} + \sum_{l=0}^{p} \alpha_{2l} FDI_{t-l} + \sum_{l=0}^{p} \alpha_{3l} TLF_{t-l} + \sum_{l=0}^{p} \alpha_{4l} GFCF_{t-l} + \sum_{l=0}^{p} \alpha_{5l} Democ_{t-l} + \sum_{l=0}^{p} \alpha_{6l} FinDev_{t-l} + \sum_{l=0}^{p} \alpha_{7l} PTS_{t-l} + \epsilon_t
\]  

(4)

The dynamic panel model has recently largely focused on models with large cross sections \((N)\) and time series \((T)\) dimensions. The asymptotic features of these panels are different from the traditional large \(N\) and \(T\) assumptions with homogeneous slope parameters, which are largely inconsistent, inappropriate and leads to misleading results. Again, two important econometric problems associated with the dynamic panel model include (first) that the estimates of the parameters tend to produce biased estimates with both lagged dependent variables and fixed effects. In addition, the assumption of homogeneity on lagged dependent variable coefficients may result in biased estimates, when the dynamics are heterogeneous across the cross-sectional units (Weinhold, 1999). The PARDL technique is therefore useful in advancing the dynamic panel model with large \(N\) and \(T\), whose slope parameters are heterogeneous across groups. Also, the DFE reduces the two other basic problems as it provides the diagnostic information regarding the level of panel heterogeneity, with no instrumental variables required in the estimation (Weinhold, 1999).

Following Rafindadi et al. (2018), we use a dynamic fixed effects (DFE) technique in examining the relationship between FDI and each of the explanatory variables. This permits the intercepts to vary across panel members nevertheless imposing homogeneity in all slope coefficients and error variances across panel. Although, Pesaran and Smith (1995) argue that under slope heterogeneity, especially in small samples, there is possibility of the estimator being affected by serious heterogeneity bias. To accommodate and take care of issues associated with these estimators, Pesaran et al. (1999) suggested a technique that imposes a restriction on the long-run parameters to be similar across panel members; however, it allows the short-run parameter (together with the speed of adjustment), intercepts and error variances to be different across the panel (Kim et al., 2010). This procedure is known as the pooled mean group (PMG) estimation technique. Where the long-run homogeneity restrictions are valid, then this technique will produce an efficient estimate. As indicated by Pesaran et al. (1999), the Hausman-type statistic can be used to select the most suitable estimator between the MG and PMG.

4. Result and discussion
4.1 Summary statistics

From the summary statistics presented in Table 2, it is evident that each of the variables has a positive mean value. Also presented is the summary of each series in panel (overall), time series (within) and cross-sectional (between) dimensions, with TLF and Democ having the highest and the lowest mean values, respectively. Also, the standard deviation of each variable gives a more accurate and comprehensive estimate (overall, between and within) of dispersion because an outlier can largely overstate the range of observations. While the PTS has the lowest dispersion from the mean, TLF exhibits the highest. Finally,
the minimum and maximum values describe each variable as it appears, in terms of the lowest and highest values in each series. As such, the minimum observation when compared to the maximum observation gives the range for each of the variables of analysis.

### 4.2 Correlation analysis

The correlation matrix (Table 3) measures the degree and direction of a linear relationship between two variables; a \( -1 \) indicates perfect negative, \( +1 \) denotes perfect positive and 0 implies the absence of correlation.

<table>
<thead>
<tr>
<th>Variable</th>
<th>GDPPCGR</th>
<th>FDI</th>
<th>TLF</th>
<th>GFCF</th>
<th>Democ</th>
<th>FinDev</th>
<th>PTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDPPCGR</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FDI</td>
<td>0.175</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TLF</td>
<td>0.173</td>
<td>-0.014</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GFCF</td>
<td>0.073</td>
<td>0.140</td>
<td>-0.018</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Democ</td>
<td>0.109</td>
<td>0.063</td>
<td>0.132</td>
<td>-0.083</td>
<td>1.000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FinDev</td>
<td>0.301</td>
<td>0.152</td>
<td>0.161</td>
<td>0.278</td>
<td>0.330</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>PTS</td>
<td>-0.149</td>
<td>0.054</td>
<td>0.520</td>
<td>-0.049</td>
<td>-0.067</td>
<td>-0.079</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Table 3. Correlation matrix

**Note(s):** Probability values are presented in parentheses

**Source(s):** Authors' computation
Hence, we observe a positive correlation between each of FDI, GFCF, TLF, FinDev, Democ and GDPPCGR; while a negative correlation is found between PTS and GDPPCGR. With the exception of the coefficient of GFCF, each of the correlation coefficients is significant at 10%.

4.3 Stationarity test
In order to examine the unit root properties and the order of integration of the variables, the results of the first and the second generation tests of stationarity are presented in Table 4. As presented in the table, each of the coefficients of GDPPCGR, FDI, PTS, Democ, TLF, GFCF and FinDev is significant, though at varying levels; this implies the rejection of the null hypothesis. The evidence of this is apparent from the fact that each of the Chi-square and Zt-bar statistic is greater than the critical value at 1%, 5% or 10%.

4.3 Analysis of cointegration
Table 5 details the results of Pedroni, Kao and Westerlund tests of co-integration used, in order to examine the existence of the long-run relationship among the variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Specification without trend</th>
<th>Maddala and Wu (1999)</th>
<th>Pesaran (Cantwell et al., 2010; Pesaran, 2007)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lag</td>
<td>chi_sq</td>
<td>Zt-bar</td>
</tr>
<tr>
<td>GDPPCGR</td>
<td>0</td>
<td>174.031***</td>
<td>-6.559***</td>
</tr>
<tr>
<td>FDI</td>
<td>0</td>
<td>53.108***</td>
<td>-2.256***</td>
</tr>
<tr>
<td>PTS</td>
<td>0</td>
<td>85.678***</td>
<td>-2.888***</td>
</tr>
<tr>
<td>Democ</td>
<td>0</td>
<td>35.654**</td>
<td>-1.306*</td>
</tr>
<tr>
<td>TLF</td>
<td>0</td>
<td>0.126</td>
<td>3.234</td>
</tr>
<tr>
<td>GFCF</td>
<td>0</td>
<td>42.526***</td>
<td>-1.279*</td>
</tr>
<tr>
<td>FinDev</td>
<td>0</td>
<td>38.144***</td>
<td>-1.592**</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Specification with trend</th>
<th>Maddala and Wu (1999)</th>
<th>Pesaran (Cantwell et al., 2010; Pesaran, 2007)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lag</td>
<td>chi_sq</td>
</tr>
<tr>
<td>GDPPCGR</td>
<td>0</td>
<td>138.724***</td>
</tr>
<tr>
<td>FDI</td>
<td>0</td>
<td>44.060***</td>
</tr>
<tr>
<td>PTS</td>
<td>0</td>
<td>76.220***</td>
</tr>
<tr>
<td>Democ</td>
<td>0</td>
<td>29.558</td>
</tr>
<tr>
<td>TLF</td>
<td>0</td>
<td>14.112</td>
</tr>
<tr>
<td>GFCF</td>
<td>0</td>
<td>66.248***</td>
</tr>
<tr>
<td>FinDev</td>
<td>0</td>
<td>64.408***</td>
</tr>
</tbody>
</table>

Note(s): ***, ** and * denote significance at 1%, 5% and 10% respectively; Null for MW and CIPS tests: series is I(1); MW test assumes cross-sectional independence; CIPS test assumes cross-sectional dependence is in form of a single unobserved common factor.

Source(s): Authors’ computation

Table 4. Test of unit root
It is evident from the table that all of the statistics support the rejection of null hypothesis, which is a confirmation of the existence of long-run relationship among the variables for the West African countries under consideration. Thus, it can sufficiently lead to the conclusion that the variables of the analysis have long-run relationship.

4.4 Estimation of the short-run and the long-run coefficient
The estimates from the dynamic fixed effect technique is presented in Table 6. The coefficient of the co-integrating equation depicts a significant and negative estimate; this defines the convergence rate of the economy to the long-run equilibrium (Pesaran and Smith, 1995). The average rate of convergence explains that as much as 79.2% of the short-run disequilibrium is being corrected every year so that the equilibrium state is attained in the long run.
In Table 6, even though no significant relationship is established in the short run, the long-run coefficient of FDI is found to be significant and positive, at 5% and 10% levels. This suggests that a 1% increase in FDI inflow (as a proportion of GDP) into the West African subregion results in (an average of) 0.26% increase in the subregion’s economic growth. For decades, FDI has been regarded as an essential source of capital accumulation, which inadvertently leads to economic growth in the West African economy. This prompts the region to put in place all possible policies to attract more inward FDI, through the removal of restrictions on foreign investment, promoting policies and regulations as well as conducive environment for foreign investment. Even though it is in a slight contrast to the finding of Tabassuum and Ahmed (2014), our finding is in consonance with those of Kalyoncu, Sekreter and Gursoy et al. (2013), Faruk (2012), Bayar (2014), Hassen and Anis (2012), as well as with those of Wakyereza (2017). As buttressed in several other studies, FDI is an important vehicle for the transfer of technology and knowledge; it generates increasing returns in production via positive externalities and productive spillovers, which potentially enhance sustainable economic growth. More so, it plays a complementary role in the overall capital formation, by filling the gap between domestic investments and savings. It also raises the level of investment in the host economy, which (by multiplier effect) leads to increase in employment, income and savings, and thus it drives the growth of an economy (Feenstra and Markusen, 1992; Singh, Chadha and Sharma, 2012).

Furthermore, the coefficient of democracy is neither significant in the short run nor in the long run. This implies that the level of democracy is found with no impact on the rate of growth of the West African countries considered; this follows an argument that democracy and growth are unrelated (Baum and Lake, 2003). An alternative interpretation, explained in Flachaire et al. (2014), is the likelihood that the inherent assumptions imposed by the standard approach are too limiting and neither appreciates the role of political institutions on the growth of the subregion. However, political instability is found to significantly and negatively impact the growth of the countries. This portends that increased political instability in the West African subregion is at the expense of economic growth to the tune of 21.66%, on the average. While this finding goes against that of Abdelkader (2015), who obtained an ambiguous nexus, it is in tandem with those of several other studies (Fosu, 2002; Alesina et al. 1992; Aisen and Veiga, 2011); Gyimah-Brempong and Camacho (1998). Moreover, economists regard political instability as a harmful malaise to economic growth and development. This impact is twofold; first, uncertainty stemming from unstable political system and environment may reduce private investment and therefore economic growth. On the other hand, uncertainty may change the type of investment undertaken, alter other factor demands or even alter the composition of public spending, with a direct effect on growth over and above its effect on investment (Nannestad and Paldam, 1994; Grofman and Roozenaald 1997).

In addition, while the coefficient of capital is found to be statistically insignificant, both in the short run and the long run, the coefficient of labour is significant and positively influences the growth of the subregion. This latter finding is in agreement with the Cobb and Douglas (1928) production function, wherein increased labour hour raises the levels of productivity and growth. Finally, the financial development–growth nexus follows the supply-leading hypothesis and the findings of Ibrahim and Alagidede (2018), Hassan et al. (2011) and Afonso and Blanco-Aran (2018). A well-functioning financial system is considered one of the key foundations on which a sustained economic development is built (Demirguc-Kunt, 2006). This finding contends that the growth of the subregion rises by 0.13% for a percentage increase in financial development.
5. Summary and conclusion

While a number of studies have examined the relationship between each of financial development, FDI and institutions on economic growth, none of these has jointly measured these growth-influencing factors in a model. Even when they are measured separately, the findings have so far produced mixed estimates, leading to contradictory policy recommendations. In this study, we measure the impacts of financial development, FDI, democracy, and political instability on economic growth in West Africa. Using the dynamic fixed effects estimates on data obtained for 11 countries in the subregion, dated 1996–2016, our empirical findings suggest that even though no significant relationship is established in the short run, the long-run coefficient of FDI is found to be significant and positive; a 1% increase in FDI inflow into the West African subregion results in a 0.26% increase in economic growth. The coefficient of democracy is neither significant in the short run nor in the long-run, but political instability is found to significantly and negatively impact the growth of the countries. While the coefficient of capital is found to be statistically insignificant, both in the short run and the long run, the coefficient of labor is significant and positively influences the growth of the subregion. Finally, the estimate of financial development–growth nexus follows the supply-leading hypothesis.

One theoretical implication is the affirmation of the proposition that FDI is a relevant means of technology and knowledge transfers, thus resulting in increasing returns to production as a result of productive spillovers, which drives the growth of the economy. Consequently, an efficient institution – where the rule of law, political stability and economic freedom are top priorities – is a key to accelerate the growth of the West African economy. Similarly, we confirm the validity of the supply-leading hypothesis in the West African subregion. As such, by deepening the financial system, the growth of the subregion is propelled because an efficient financial system is a basis for sustainable development.

The applicable policies are those that promote growth through FDI, financial development, democracy and political instability. Specifically, the governments of the West African countries are enjoined to promote policies that attract FDI into the subregion so that economic performances may be enhanced. The development of financial is equally key to the attainment of a sustainable economy; the target should therefore be on increasing credit to the private sector of the economy. In addition, the governments of the West African subregion should fully entrench democratic practices and enhance a stable and sustainable political environment. This will not only restore investor confidence, but will also facilitate the inflow of FDI into the West African economy.

Notes

1. Each of the independent variables (including GFCF and TLF, which are taken as control variables – in order to avoid specification errors) – is selected based on literature review, practical significance, parsimony and theoretical relevance.

2. We measure political institutions both by the extent of the region’s democratic rule (Democ; see Flachaire et al., 2014), as well as using the United States Department of State’s political instability index (political terror scale, PTS).

3. Because of data availability (especially on political institutions), we have only considered 11 of the 16 countries in the West African subregion: Nigeria, Niger, Mauritania, Guinea-Bissau, Burkina Faso, Benin, Mali, Liberia, Senegal, The Gambia and Ghana.

4. Each of the techniques including that of Levin et al. (2002), Fisher-type (Choi, 2001), that of Breitung (2000; Breitung and Das, 2005) and that of Im et al. (2003) defines the null hypothesis that the panels contain a unit root.
5. Fisher-type is better in the converse case (when $N$ is finite or infinity and $T \rightarrow \infty$); LM tests of Breitung and Hadri are more appropriate if $(N, T) \rightarrow \infty$; IPS may be used if $(N, T) \rightarrow \infty$ or if $N \rightarrow \infty$ and $T$ is fixed or if $N$ and $T$ are fixed.
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