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Abstract

Purpose – Question-answering (QA) systems are being increasingly applied in learning contexts. However,
the authors’ understanding of the relationship between such tools and traditional QA channels remains limited.
Focusing on question-answering learning activities, the current research investigates the effect of QA systems
on students’ learning processes and outcomes, as well as the interplay between two QA channels, that is, QA
systems and communication with instructors.
Design/methodology/approach – The authors designed and implemented a QA system for two university
courses, and collected data fromquestionnaires and system logs that recorded the interaction between students
and the system throughout a semester.
Findings – The results show that using a QA system alone does not improve students’ learning processes or
outcomes. However, the use of a QA system significantly improves the positive effect of instructor
communication.
Originality/value – This study contributes to the literature on learning and education technology, and
provides practical guidance on how to incorporate QA tools in learning.
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1. Introduction
In recent years, question-answering (QA) systems have been incorporated into a wide range
of learning activities to serve as tutors (Crockett et al., 2017), pedagogical agents (Min et al.,
2019) or learning peers (Hayashi, 2014). Generally speaking, QA systems are information
retrieval systems in which an answer is expected in response to a submitted query (Mervin,
2013). They are used to facilitate question-answering learning activities that help students
clear up their doubts and improve their understanding of the subject they are learning,
without time and location constraints (Hien et al., 2018;Waltinger et al., 2012). Specifically, QA
systems can understand a query written by a user in a live chat window and then reply to it
based on information from a knowledge base. Current QA systems are increasingly being
designed to support natural language-based interaction (Hien et al., 2018; Hussain and
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Athula, 2018). In the learning domain, these QA systems have already been adopted by some
educational institutions and online learning platforms such as Summit Learning [1], and are
being increasingly accepted by students (Wu et al., 2020). A recent study of educational QA
systems built on the Facebook Messenger platform showed that around 30% of respondents
were willing to use QA systems to obtain quick answers when instructors were not accessible
(Schmulian and Coetzee, 2019), and the acceptance rate can be expected to reach 70%by 2022
(Grudin and Jacques, 2019).

The use of QA systems in learning has also attracted some attention from academia.
Researchers have mainly focused on improving the performance of QA systems in
understanding and answering students’ natural language queries (Kokku et al., 2018; Tang
et al., 2018). Some recent studies have also examined the use of such QA systems in various
learning scenarios in terms of students’ adoption and evaluation of the systems (Lee et al.,
2020). However, it is still not clear whether such QA systems are helpful or how they can help
improve students’ learning experience and outcomes (Winkler and S€ollner, 2018). The first
focus of this study is thus to investigate the effect of using QA systems on students’
satisfaction with the learning process and their learning outcomes.

Moreover, although QA systems are becoming increasingly popular, students seldom use
them as a primary tool for clarifying their doubts. Rather, QA systems are usually deployed
as a supplementary or supportive channel for students’ communication with instructors. For
example, some massive open online course (MOOC) platforms provide QA tools to deliver
learning materials and answer students’ questions when instructors are not online (Aguirre
et al., 2018). Communication with instructors, while constrained by time and location, is still
critical for clarifying students’ understanding of a subject (Harper, 2018). Extant research,
however, has mostly focused on students’ interaction with QA systems per se but has ignored
the interplay between this emerging technology tool and traditional communication channels
(Gupta and Bostrom, 2009).

In fact, the interplay between educational tools and instructors has been an important
aspect of prior e-learning research (Dermentzi and Papagiannidis, 2018; Gupta et al., 2010).
It has been suggested that with the use of educational tools, students’ interaction with
learning materials and instructors will change (Alavi and Leidner, 2001; Fryer et al., 2019).
For example, Afzal et al. (2019) designed a tutoring system to promote students’
engagement and self-reflection in learning, which effectively facilitated one-on-one tutoring
between instructors and students by allowing students to better express their areas of
uncertainty and instructors to better understand each student’s knowledge gaps.
Bhattacharjee (2009) found that the use of a tutoring system alone did not improve
students’ learning performance but suggested that further research should explore how
students could benefit from the cooperation between the system and instructors. A recent
report from the McKinsey Global Institute predicts that with the increasing automation of
instructors’ tasks using educational tools, the nature of learning, especially the interaction
between students and instructors, will also change (Zhang et al., 2018). In the current
context, using QA systems implies that students can direct some of their queries to systems
rather than rely on instructor communication. However, it is still unclear how students’ use
of QA systemswill change the dynamic of student-instructor communication and the role of
instructors. Hence, another focus of this study is whether and how QA systems interact
with instructor communication in affecting students’ learning processes and outcomes
(Gupta and Bostrom, 2009).

To this end, we draw uponMedia Richness Theory (MRT), which states that users will use
different communication channels for different information tasks in order to achieve a fit
between the characteristics of themedia and the type of task. This leads us to propose that the
use of QA systems will positively influence learning experiences and outcomes, as it can help
students resolve relatively basic, fact-based questions. Moreover, through the use of QA
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systems, students’ communication with instructors about more equivocal, personalized
questions will become more effective because of increased instructor capacity and a higher
quality of questions raised by students. We conducted a field study by implementing a QA
system for two major courses in a university and collecting data from questionnaires and
system logs throughout a semester. Our findings reveal that, on average, QA system use does
not improve students’ learning processes or outcomes. However, the use of a QA system does
improve the effectiveness of student-instructor communication.

Overall, this study contributes to the literature by empirically examining the effect of QA
systems on students’ learning processes and outcomes and shedding light on the use of such
systems in the learning context. Moreover, while the majority of prior studies focus on the
effect of technology tools per se, this study explores whether and how technology tools (i.e.
QA systems) interact with traditional learning channels (i.e. instructor communication) in
influencing students’ learning processes and outcomes through the theoretical lens of MRT.

2. Literature Review
2.1 Question-answering learning methods and QA channels
Question answering is one of the most important learning methods (Davey and McBride,
1986). It is widely recognized that the process of raising questions and seeking answers may
help students deepen their understanding and improve their learning outcomes (Waltinger
et al., 2012). Specifically, composing questions requires students to focus on elaborating and
internalizing received information, while obtaining answers helps them resolve problems and
improve their comprehension. Pedagogical research suggests that student-generated
questions can be classified as fact-demanding questions and thought-provoking questions
according to the level of thought required to answer them (Barak and Rafaeli, 2004; Chin,
2002; Scardamalia and Bereiter, 1992). Fact-demanding questions reflect students’
uncertainty about basic concepts and facts, which can usually be answered by clarifying
definitions and giving examples. When students form a solid understanding of basic
concepts by clarifying their fact-demanding questions, they will be capable of engaging in
deep thinking and raising thought-provoking questions. The process of raising and resolving
thought-provoking questions requires in-depth reasoning, information integration and
critical thinking, which cultivate a high level of mastery of the subject (Chin, 2002; Chin and
Brown, 2002). Studies have found that studentswho raise questionsmore frequently aremore
likely to achieve a deep understanding of learning materials and are also more capable of
posing thought-provoking questions, which leads to a better learning outcome (Yu, 2009).

In traditional learning contexts, students often seek to communicate with instructors
when they have questions that need answering. The critical role of students’ communication
with instructors has been demonstrated in many pedagogical studies (Pizzini and
Shepardson, 1991). It has been suggested that a dialogic communication process between
students and instructors can effectively clear up students’ doubts andmisconceptions, aswell
as stimulate their investigations into the subject domain, hence facilitating the construction of
new knowledge (Chin, 2002; Chin and Brown, 2002). However, due to temporal and
geographic constraints, an instructor may not be able to meet the QA needs of a large number
of students. Various technology tools, such as QA systems, that allow students to generate
questions and provide feedback, have therefore been developed and implemented in learning
contexts.

QA systems have been around for some years. Most early QA systems only supported
keyword-based queries (Barak and Rafaeli, 2004). While such QA systems have been shown
to improve students’ learning engagement by allowing them to post course-related queries,
they often suffer from issues of low accuracy (Song et al., 2017). Since users have to frame
their questions in the form of keywords, they may not be able to express their questions
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precisely, and it might also be difficult for the system to understand the users’ intentions and
provide them with an accurate response. Hence, the application and benefits of keyword-
based QA systems in learning contexts are limited (Tang et al., 2018).

In recent years, natural language-based QA systems such as chatbots and conversational
agents have been increasingly used to support the learning process. These systems allow
students to raise questions using natural language, and can “understand” their questions,
retrieve vital information from a knowledge base, and offer precise answers (Song et al., 2017).
Machine-learning-based classification of natural language questions significantly improves
the response rate and the accuracy of generated answers (Sharma andGupta, 2018;Waltinger
et al., 2012). The development and application of QA systems [2] have attracted increasing
research attention in the fields of data science, pedagogy, and information systems (see
Appendix 1 for a summary of studies). Mainstream studies have focused on the technical
aspects of QA systems, such as optimizing algorithms to improve QA system performance in
“understanding” and answering students’ questions (Kokku et al., 2018; Tang et al., 2018).
Some other studies have implemented QA systems in learning scenarios, and have examined
the response rates and users’ satisfaction with the systems (Fryer et al., 2019; Lee et al., 2020).
However, a recent review of studies on pedagogical QA systems shows that how such
systems affect students’ learning processes and outcomes is still largely unknown, and that
more empirical evidence still needs to be collected (Winkler and S€ollner, 2018).

2.2 Richness of different QA channels
Students can raise questions and seek answers from technology-mediated channels such as
QA systems, or from traditional channels such as communication with instructors. We draw
upon media richness theory to better understand the characteristics of the two different
channels, and how users may use different channels to support QA learning activities.

According to MRT, communication media can be characterized by their accessibility,
availability of instant feedback, level of personalization, and communicative cues (Daft and
Lengel, 1986). Human interaction is often regarded as a rich medium, whereas lean media
include various self-serving electronic media such as frequently asked questions (FAQ) on
company websites and self-service terminals. Communication in rich media may involve
verbal expressions, facial expressions and body language, whereas lean media usually
provide fewer information cues and less customized feedback. Nonetheless, lean media can
offer users higher accessibility and availability as they can be accessed at any time, and thus
increase the efficiency of information acquisition (Kock, 2009; Seeber et al., 2020). Therefore,
past studies suggest that equivocal questions with multiple interpretations and solutions are
better supported by rich media (Scherer et al., 2015), whereas standard questions with clear
answers can be supported by lean media (Kahai and Cooper, 2003). In general, the central
proposition of MRT is that users will choose communication media by aligning the
equivocality of information to be conveyed to the richness of the media in order to achieve
better task efficiency and effectiveness.

The question of whether users tend to treat QA systems as rich or leanmedia has attracted
recent research attention. Studies find thatmost users have their own expectations as to what
QA systems can support, and tend to use systems for fact-based and unequivocal tasks. This
is because, compared with human interaction, QA systems allow limited communication cues
and low variety of language, so that users find it difficult to convey and clarify personalized
and thought-provoking questions. Similarly, when interacting with QA systems, users have
also been found to be less open and agreeable than they are with humans, probably due to the
difficulty in forming amutual understanding during communication on equivocal topics (Luo
et al., 2019). Based on these findings, it is likely that users tend to regard a QA system as a
relatively lean medium compared with person-to-person communication.
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Generally speaking, in the current context, a QA system can be characterized as a lean
medium, and users are more likely to use it to resolve relatively simple, fact-demanding
questions, given that mainly text-based cues are provided. Users can gain immediate
feedback from QA systems without time and space constraints. In contrast, communication
with instructors can be considered a rich channel for dealing with more personalized,
thought-provoking questions using rich information cues. However, such a channel may
have limited accessibility due to limited instructor resources (see Table 1 for a summary).
According to MRT, effective learning should occur when learning channels are compatible
with users’ learning activities. In other words, when fact-demanding questions are resolved
efficiently via QA systems, limited instructor resources can be reserved for answering
thought-provoking questions, and hence utilized more effectively.

3. Hypotheses development
This study focuses on the effect of students’ use of QA systems on their satisfaction with the
learning process and their learning outcomes, as well as the interplay between the use of QA
systems and communication with instructors. In particular, we define students’ satisfaction
with the learning process as the extent to which students are content with their learning
experience (Xu et al., 2014). We define a learning outcome as the level of knowledge or skills
students acquire after learning a course (S€ollner et al., 2018). Learning processes and
outcomes have been the two focal evaluation dimensions of many prior studies in e-learning
(e.g. Gupta andBostrom, 2009; Gupta et al., 2010). In this section, we first propose the effects of
the traditional QA channel (i.e. communication with instructors) on learning processes and
outcomes based on pedagogical literature, and then the effects of QA systems, as well as their
interplay.

3.1 The effect of Communication with instructors
It has been well documented in pedagogical literature that QA is an important learning
method (Pizzini and Shepardson, 1991). In particular, communicating with instructors is a
primary and effective way of answering students’ questions (Chin, 2002). As mentioned
earlier, during a learning process, students may raise different kinds of questions, ranging
from standard, repetitive questions about basic concepts (i.e. fact-demanding questions) to
more equivocal and personalized questions (i.e. thought-provoking questions) (e.g. Chin, 2002;
Barak and Rafaeli, 2004). According toMRT, since students and instructors can use rich cues
to convey information to each other, such communication can best enable students to
articulate their personalized questions and confusions, and also allow instructors to provide
rich, clear explanations to answer them. This will greatly reduce students’ frustration during

Channels
Characteristics QA systems Communication with instructors

Accessibility Students access QA systems through a
mobile phone or computer without temporal
or space constraints

Students need to schedule a QA session
with instructors in a particular location

Feedback Immediate feedback once a question is raised Immediate feedback only in a scheduled
QA session

Personalization Preset and standard answers from database Diverse and personalized answers from
instructors

Communicative
cues

Answers are delivered through text/picture
without social cues

Answers are delivered by instructors
with social and informational cues

Table 1.
Comparison of
different QA channels
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the learning process (Pizzini and Shepardson, 1991). In addition, more communication with
instructors also fosters a closer personal connection between students and instructors, which
has been shown to increase students’ attachment to the course and their satisfaction with the
learning process (Rosenshine et al., 1996). Therefore, we propose,

H1a. Communication with instructors has a positive effect on students’ satisfaction with
the learning process.

By resolving students’ uncertainties about the course content, communication with
instructors can help students form a solid understanding of the course content and
become well-prepared to learn the upcoming materials (Chin, 2002). Moreover, being able to
directly communicate with instructors encourages students to raise more thought-provoking
questions and stimulates their critical thinking (Chin and Brown, 2002). This will likely
facilitate their knowledge construction process and lead to an improved learning outcome.
Therefore, we propose,

H1b. Communication with instructors has a positive effect on students’ learning
outcomes.

3.2 The effects of using QA systems
Fact-demanding questions are common in students’ learning processes and can usually be
answered with clear definitions and examples (Chin and Brown, 2002). According to MRT,
users are likely to use QA systems to resolve their fact-demanding questions as these systems
have been developed to offer precise answers to relatively standard questions based on a
knowledge database (Scherer et al., 2015). The ability to raise questions and obtain answers
from a QA system implies that students can immediately resolve their uncertainties about
basic concepts without temporal and geographic constraints. This will make the learning
process more efficient and thus increase users’ satisfaction with the process. Students will
also have more control over their learning pace than when QA systems are not used. Prior
studies have suggested that a high level of control over the learning process has a positive
effect on student satisfaction (Xu et al., 2014; Zimmerman and Schunk, 2001). Therefore, we
propose,

H2a. Using QA systems has a positive effect on students’ satisfaction with the learning
process.

Using QA systems may also be associated with improved learning outcomes, for several
reasons. First, as students can askQA systemswhenever they have uncertainties about basic
concepts and have these uncertainties cleared up quickly, they are likely to form a solid
knowledge base. Indeed, the process of raising questions in such a channel also requires
students to reflect on their learning materials and pay attention to their confusions and
misconceptions (Yu, 2009). Second, when questions about basic concepts can be resolved
promptly, students are more likely to explore further and think more deeply. The positive
relationship between deep thinking and learning outcomes is well documented (Chin, 2002).
Hence, we propose,

H2b. Using QA systems has a positive effect on students’ learning outcomes.

3.3 The interplay between using QA systems and Communication with instructors
As MRT suggests, users will choose their communication channels based on the richness of
the media and the information to be conveyed. When a fit between communication channels
and tasks is achieved, efficiency and task performance will be improved (Scherer et al., 2015).
In the current context, communication with instructors is a rich, personal communication
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channel that may help resolve personalized and equivocal questions but is constrained by
instructor resources (Lee et al., 2020). QA systems are relatively lean media for basic,
repetitive questions but are highly accessible. We therefore argue that students’ use of QA
systems to resolve basic questions will help alleviate instructors’ resource constraints and
achieve a fit between communication channels and QA activities, hence reinforcing the
benefits of communication with instructors.

Specifically, when some students’ questions are resolved throughQA systems, instructors
can spend less time on repetitive fact-demanding questions and hence devote more time to
resolving personalized and thought-provoking questions. This will help make the best use of
such a channel, given that it is a rich medium appropriate for resolving such questions. In
other words, students are more likely to have access to instructors when they want to discuss
their personalized questions in depth, leading to more efficient and effective interactions
between students and instructors. Hence, the effect of communication with instructors on
students’ learning processes and outcomes is improved.

In addition, studies have suggested that question-generating skills can be developed
through repeated practice (Yu, 2009). By raising and resolving basic questions via QA
systems, students will build a solid knowledge base and be more capable of raising insightful
and thought-provoking questions. They will thus be more confident in raising high-quality
questions to instructors and understanding instructors’ explanations, leading to more fluent
and fruitful communication. Overall, using QA systems enables students to benefit more
from interacting with instructors, due to increased instructor capacity and the improved
quality of questions raised by students. Hence, we propose,

H3a. Using QA systems enhances the effect of communication with instructors on
improving students’ satisfaction with the learning process.

H3b. Using QA systems enhances the effect of communication with instructors on
improving students’ learning outcomes.

4. Research method
We conducted a field study in a major public university in China. A QA system was built for
two major courses offered by the university, in which a total of over 300 students were
enrolled.

4.1 System design
Two core modules in the School of Economics and Management, Principles of Economics
and Principles of Accounting, were selected as the target courses for which QA systems
were built. We chose these courses for two reasons. First, both courses had a class size of
over 100 students, which was considered a large number for one instructor to handle. This
class size provided us with a reasonable context in which to build and study the effect of
QA systems. Second, students generally tended to be active in asking questions and
seeking to clarify their uncertainties because their performance in these core modules was
very important.

We collaborated with a well-reputed third-party developer to develop the QA system. The
system consisted of three key elements. First, we worked with the course instructors and
teaching assistants to establish a knowledge base for each course. Information in the
knowledge base was mainly sourced from textbooks, lecture slides, relevant cases and
essays, answers to textbook exercises, and records of students’ questions and answers in past
semesters. This information was processed and restructured to form question-answer pairs.
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We also included QA pairs related to administrative matters such as lecture time and
assignment deadline.

Second, we used text-similarity matching methods to match questions raised by students
with the questions in our knowledge base. In addition, to improve the system’s understanding
of users’ natural language queries, we tried to identify users’ intentions by building an intent
classifier for the queries. In particular, we defined four common intents based on all the
questions in the knowledge base: definition, example, case study and news. Each query was
then classified into one of the four intent categories.

Third, since the courses were taught bilingually, a translator engine was used to allow
both Chinese and English questions. The system also supported simple social interactions
such as greetings by calling up an existing chatbot application programming interface.

After designing and implementing the system, we trained the system for two months by
inviting a group of students who had taken these courses in previous semesters to raise
questions and rate the answers provided. In particular, when a student raised a question, the
systemwould first confirmwith the student themeaning of the question by providing several
question options. After receiving the student’s feedback, the system would return the
corresponding answers. Next, a student was asked to label each answer as relevant or
irrelevant, and the system would automatically update the accuracy of possible answers
based on users’ interactions and feedback. By this means, the QA ability of the system
continuously increased as more questions were raised and more answers were rated or
updated.

The QA system was deployed on the WeChat platform, which is the most widely used
mobile messaging application in China. We created aWeChat public account for each course,
and every student could exchange messages with the account after subscribing to it, as
though theywere chattingwith a real user. At the beginning of the semester, all studentswere
asked to subscribe to the public account of the course for free. They could then start a
conversation with the account at any time. For each question, the system would provide a
best-matched answer on top, followed by four related readings. Users could click the answer
to check its detailed content. Figure 1 shows the system interface with examples of questions
and answers.

Figure 1.
QA system interface
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When a question could not be answered by the system (i.e. nomatching answer was found
in the knowledge base), the system would apologize and inform the student that it would try
to provide an answer within 48 hours. The research assistants, who were constantly
monitoring the system at the back end, would contact the instructor for an answer quickly
and reply via the system.

4.2 Data collection
The system was used in the two courses throughout the fall semester in 2017. All students
were undergraduates (mostly freshmen and sophomores). They all used smartphones and
were generally familiar with WeChat. Data were collected in three phases and from different
sources, as elaborated below.

Phase 1: Pre-questionnaire. A pre-questionnaire was issued at the start of the semester to
collect students’ demographic information and learning-related traits (see the next section for
elaboration and Appendix 2 for measurement items). A total of 232 responses were collected
at this phase.

Phase 2: System log. During the semester, the system log recorded all the dialogues
between the students and the system, including question content, course, student ID, time to
raise the question, and the system’s reply. The main independent variable, that is, the use of
the QA systems, was measured based on this system log. During the semester, 1,263
interaction records were collected at this phase, involving five types of interaction messages
(see Table 2 for details).

Phase 3: Post-questionnaire. A post-questionnaire was issued before the final exam to
collect responses to measures of the dependent variables (i.e. satisfaction with the learning
process and learning outcome), the independent variable (i.e. communication with
instructors), as well as other variables related to the learning process (see the next section
for elaboration and Appendix 2 for measurement items). A total of 176 responses were
collected at this phase.

After matching responses were collected from the three phases, we had 152 students with
complete data from all phases, and our data analysis was based on this sample. Of these
students, 86 (56.6%) were female, and 66 (43.4 %) were male.

5. Model and analysis
5.1 Empirical model
This study aims to investigate the impact of using the QA system on students’ learning
processes and outcomes. Our independent variable, use of QA systems (U_Systems), was a

Message type Explanation Number Percentage

System answered
questions

Queries answered by the system 990 78.4

Manually answered
questions

Queries which were not resolved by the system but
answered by research assistants through the system
within 48 hours

37 2.9

Unanswered
questions

Queries which were not resolved by the system and were
not answered by research assistants within 48 hours

111 8.8

Administrative
questions

Queries about course schedule, location, tests and other
administrative information

70 5.5

Chatting messages Messages such as “hello,” “thank you,” “who are you” 55 4.4
Total 1,263 100.0

Table 2.
Descriptive statistics of
system log
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binary indicator: it was coded “1” if a student used the system to raise at least one
question related to learning content, and zero otherwise. The other independent variable,
Communication with instructors (C_Instructors), was obtained from the self-reported
frequency of interacting with instructors in the post-study questionnaire. The two
dependent variables, satisfaction with the learning process (L_Process) and the learning
outcome (L_Outcome), were both obtained from the post-study questionnaire, based on
previously-validated measures (Xu et al., 2014). Exploratory factor analysis was
performed on the learning process and learning outcome. Results showed that
measurement items were loaded heavily on their intended factor and lightly on the
other factors, indicating adequate convergent and discriminant validity [3] (see Table 3
for factor loadings). The Cronbach’s alpha of the measure of the learning process and
learning outcome were 0.93 and 0.91, respectively, indicating adequate reliability of the
measurement scales.

The control variables included the use of other potential QA channels, such as searching
online materials (F_Materials, frequency of using online learningmaterials), discussing with
peer students (F_Peers, frequency of discussing with peers), and reviewing textbooks
(F_Books, frequency of reviewing textbooks). These learning behaviors might also have
direct impacts on the learning process and performance (Rosenshine et al., 1996). We
measured the use of these alternative methods in the post-study questionnaire. We also
included control variables related to one’s past experience and potential acceptance of new
technology applications, such as one’s experience of using online learning tools (E_Tools)
(Arbaugh and Duray, 2002), personal innovativeness in information technology (I_IT)
(Agarwal and Prasad, 1998), and playfulness (PL) which represented one’s willingness to
play with and explore a new system (Dewey, 1913). Further, since students might differ in
terms of their capability for learning their chosen subjects, we also measured students’
academic self-efficacy (A_Efficacy), which represented their belief that they could
successfully accomplish the target course (Bandura et al., 1987). These variables were
measured in the pre-study questionnaire, and all the measurement itemswere adapted from
prior studies (see Appendix 2).

To address our research questions, we first modeled the effect of instructor
communication and QA system use on users’ satisfaction with the learning process, as
well as their interplay, using the following equation:

L Process ¼ β1U Systemsþ β2C Instructorsþ β3U Systems3C Instructors

þ β4F Materialsþ β5F Peersþ β6F Booksþ β7I IT þ β8PL

þ β9A Efficacyþ β10E Tools

Wemodeled the effect of instructor communication and QA system use on learning outcome
as well as their interplay as follows:

Items
Factors

Satisfaction on learning process Learning outcome

Process 1 0.923 0.432
Process 2 0.918 0.231
Outcome 1 0.332 0.901
Outcome 2 0.301 0.849

Note(s): Extraction method: principal component analysis; rotation method: varimax with Kaiser
normalization

Table 3.
Rotated factor loadings
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L Outcome ¼ β1U Systemsþ β2C Instructorsþ β3U Systems3C Instructors

þ β4F Materialsþ β5F Peersþ β6F Booksþ β7I IT þ β8PL

þ β9A Efficacyþ β10E Tools

Table 4 presents the descriptive statistics and the correlation matrix of all variables based on
152 observations.

5.2 Results
We first estimated the ordinary least square (OLS) model on all control variables. As reported
in columns (1) and (4) in Table 5, academic self-efficacy positively affected the learning
process and learning outcome, while the frequency of reviewing textbooks positively affected
the learning outcome. We then estimated the effect of using the QA system and
communicating with instructors by further including U_Systems and C_Instructors. The
results are presented in columns (2) and (5). As indicated, communicating with instructors
positively affected the learning process (β 5 0.209, p < 0.001) and learning outcome
(β5 0.167, p< 0.05), providing support to H1a and H1b. However, using the QA system alone
did not have a significant effect on the learning process (β 5 0.140, p > 0.1) or learning
outcome (β 5 �0.158, p > 0.1). Hence, H2a and H2b were not supported.

To test the interplay between using the QA system and communicating with instructors,
we further included the interaction term U_Systems3C_Instructors in the full model. As
column (3) and column (6) showed, there was an interaction effect between using the QA
system and communicating with instructors on both the learning process (β 5 0.051,
p< 0.001) and the learning outcome (β5 0.042, p< 0.001). To further clarify the nature of this
interaction effect, we performed separate analyses for users and non-users of the QA system
and tested the simple main effects of communication with instructors. Specifically, for
students who used the QA system, more instructor communication led to higher satisfaction
with the learning process (β 5 0.789, p < 0.001) and a better learning outcome (β 5 0.746,
p< 0.001). For students who did not use the QA system, the positive effect of communication
with instructors on the learning process still held, but it was less prominent (β 5 0.189,
p<0.05, see Figure 2a), and there was no significant effect of instructor communication on the
learning outcome (β 5 0.114, p > 0.1, see Figure 2b). Thus, H3a and H3b were supported.

5.3 Identification
The above result shows positive interactions between QA systems and instructor
communication in terms of improving students’ learning processes and outcomes.
However, there might be potential endogeneity issues if students who did not use the QA
system (i.e.,U_Systems5 0) differed from those who used the system (i.e.,U_Systems > 0) in
other observable dimensions. In particular, we identified three such dimensions in which the
two student groups differed, including (1) gender, (2) general willingness to ask questions
(W_Questions), and (3) computer self-efficacy (C_Efficacy). Specifically, these individual
characteristics might potentially affect students’ use of the QA system. For example, prior
research has shown that males and users with higher computer self-efficacy are more willing
to try new technologies (Dong and Zhang, 2011). Also, if a student is generally more willing to
ask questions, he/she is more likely to use the QA system to address his/her questions when it
is available. In other words, the previous results on the moderating effect of the QA system
may not be attributed to system use but to these individual characteristics.

We thus used the three factors as matching variables and adopted the Propensity Score
Matching (PSM) technique to construct a control group (i.e., U_Systems5 0) that was similar
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to the treatment group who used the system (i.e., U_Systems >0 ) in terms of these variables.
Specifically, we performed PSM with the one-to-one nearest-neighbor matching (without
replacement) algorithm (seeAppendix 3 for PSM results). Aftermatching, the two groups had
no significant differences across all variables. This implies that the PSMwas successful, and
that the difference between the two groups came mainly from using the QA system. As the
PSM-constructed sample was considered small, we performed the bootstrapping method to
estimate the regression. The results are summarized in Table 6, column (1) and column (8) [4],
and show findings consistent with the OLS analysis.

5.4 Robustness check
We further corroborated our findings by checking the robustness and consistency of the
findings in multiple ways.

First, in the original OLS model, U_Systems was modeled as a binary variable indicating
whether students used the system to raise at least one question. To account for possible
information loss in the binary measure, we adjusted and re-estimated the model by using the
frequency of QA system use (F_Systems, mean 5 7.48, SD 5 14.58), measured by the total
number of questions raised by each student. The estimates of coefficients were reported in
column (2) and column (9) of Table 6. In addition, since this variable was obtained from
system logs and its standard deviation was considered large, we also log-transformed

Variable

Dependent variable: Learning process Dependent variable: Learning outcome
Control
(1)

Main effect
(2)

Full model
(3)

Control
(4)

Main effect
(5)

Full model
(6)

U_Systems 0.140 0.191 �0.158 0.213
(0.268) (0.257) (0.286) (0.280)

C_Instructors 0.209*** 0.224*** 0.167* 0.120**
(0.066) (0.063) (0.094) (0.067)

U_Systems 3
C_Instructors

0.051*** 0.042***
(0.014) (0.015)

F_Materials �0.063 �0.103 �0.124 0.039 �0.004 �0.015
(0.105) (0.102) (0.101) (0.106) (0.111) (0.108)

F_Peers �0.023 �0.032 �0.029 0.102 0.056 0.066
(0.066) (0.068) (0.067) (0.066) (0.069) (0.071)

F_Books 0.181 0.104 0.151 0.226* 0.205* 0.212*
(0.095) (0.090) (0.090) (0.097) (0.098) (0.096)

I_IT �0.044 �0.102 �0.099 �0.115 �0.154 �0.238
(0.127) (0.123) (0.122) (0.127) (0.127) (0.124)

PL 0.043 0.145 0.346* 0.097 0.167 0.349*
(0.135) (0.134) (0.138) (0.136) (0.138) (0.141)

A_Efficacy 0.450** 0.138** 0.320* 0.320* 0.212 0.163
(0.140) (0.010) (0.133) (0.098) (0.140) (0.135)

E_Tools 0.101 0.091 0.026 0.194 0.188 0.154
(0.101) (0.097) (0.096) (0.101) (0.099) (0.096)

Course dummy �0.809** �0.890** �0.960*** �0.676* �0.716** �0.606*
(0.270) (0.260) (0.250) (0.271) (0.275) (0.103)

Constant 1.782* 1.276 1.069 0.764 1.248 1.289
(0.893) (0.850) (0.817) (0.896) (0.905) (0.932)

Observations 152 152 152 152 152 152
R2 0.151 0.217 0.285 0.203 0.221 0.262
Adjusted R2 0.110 0.167 0.234 0.158 0.166 0.204

Note(s): *p < 0.05; **0 < 0.01;***p < 0.001; standard errors in parentheses

Table 5.
OLS results on learning
process and learning
outcome
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F_Systems to estimate a log-level model. The results are presented in column (3) and column
(10) of Table 6. Overall, the results of these models were similar to the OLS model.

Second, to address the possible concern on the multicollinearity issue, we re-estimated
the model based on the centralized variables and summarized the results in columns (4)
and (11) of Table 6. The variance inflation factor (VIF) values of the variables were all
below 2. The estimates of coefficients of the interaction term were similar to those in the
OLS model.

Third, to establish the robustness of our results across different PSM algorithms, we
constructed the control group based on three other matching algorithms, that is, the one-to-
one, one-to-two, and one-to-three nearest-neighbor matching (with replacement) algorithm
(see Appendix 3 for the PSM results). We estimated the full model on the learning process and
learning outcome, respectively. The results, based on three differentmatching algorithms, are
presented in columns (5) to (7) and columns (12) to (14) of Table 6. As indicated, all the
coefficients of the interaction term remained positive and significant.

Figure 2.
Plots of interaction
effect on learning

process and learning
outcome
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Fourth, to understand whether the effect of QA system use and instructor communication
can hold across different demographic subgroups, we broke down the overall subject
population into different subgroups according to gender, students’ willingness to ask
questions, and computer self-efficacy, which might affect their system use behavior, and
tested the effects of system use respectively. Specifically, in terms of gender, the sample was
directly divided into male and female subsets. In terms of willingness to ask questions and
computer self-efficacy, we performed a median split and divided subjects into high and low
levels. As the reconstructed subsets were considered small, we performed the bootstrapping
method to estimate the regressions for each subset. The results are presented in Table 7. As
indicated, the coefficients of the interaction effect between QA system use and instructor
communication remained positive and significant in all the subgroups.

In sum, the above checks demonstrated the robustness and consistency of our findings
regarding the interplay between the use of QA systems and instructor communication.

6. Conclusion
6.1 Discussion of results
This study focuses on the individual and interaction effects of two important learning
channels, QA systems and communication with instructors, on learning processes and
outcomes. Our findings show that communication with instructors positively influences
students’ learning processes and outcomes. However, using a QA system alone does not have
a significant impact on students’ learning processes or outcomes. To further understand how
students interacted with the system, we carefully examined the system log. We found that
among all the course-related questions raised in the system, 92% could be categorized as fact-
demanding questions, and the system response rate for these questions reached 99%.
However, for the rest of the questions, which could be categorized as thought-provoking
questions, the response rate was only 65%. Although we took some remedial approaches for
questions that the system failed to answer, such delay or inability to respond would affect
students’ learning experience and their willingness to use the system. In general, the
application of QA systems in the learning domain is still in an early phase. While helping
students to answer standard conceptual questions is certainly important andmeaningful, it is
possible that failure to provide further learning support may also prevent students from
benefiting fully from QA systems.

However, our findings also show that using the QA system significantly boosts the
positive effect of communication with instructors on both the learning process and the
learning outcome. It is possible that when basic questions can be solved effectively by the QA
system, instructors will have enough resources to focus on those thought-provoking
questions. In other words, students can build a solid knowledge base by having their simpler
questions answered by the QA system and think more deeply to further develop their
knowledge structure by communicating with instructors. Hence, QA systems and
communication with instructors complement each other as learning channels, leading to a
better learning process and outcome.

6.2 Limitations and future work
Ourwork is not without limitations. First, research has suggested that over time even very lean
media can be perceived as rich, once users learn how to use them correctly and efficiently
(Scherer et al., 2015). As the capability of QA systems continuously improves and users become
more familiar with the interaction style, users’ perception of the systemsmay change. Hence, an
important future research direction is to examine how users’ interaction with the system and
the impact of system use on their learning may change over time. Second, the participants in
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this study were college students in a renowned university in a large city, and it is common for
students to use digital tools to support their learning. Future research may want to extend the
current study by examining the effect of multi-learning channels on other types of students.

6.3 Implications of the findings
This study has several theoretical and practical implications. Research on learning
technology has accrued over the past few decades, and recent research on how education
tools affect students’ experience and performance is increasing (Luo et al., 2019). In particular,
most research thus far has examined the effect of technological tools per se, but has ignored
how technology may change or interact with traditional learning channels (Gupta and
Bostrom, 2009). Indeed, given the merits of traditional learning channels and the supporting
role of technologies, it is important to understand how new technology may reinforce
traditional learning channels or how different learning channels may be integrated to
strengthen each other’s effects. This study reveals a positive interplay between a QA system
and communication with instructors. Our results thus provide an important extension to
previous research by suggesting that incorporating new technologies and taking advantage
of traditional approaches are both essential for achieving a good learning experience. More
broadly, this study is also highly relevant to the lively discussion on how humans and
machines evolve in working together (Amershi et al., 2019; Rahwan et al., 2019). Our findings
suggest that integrating both human and machine communication channels is important, as
student-instructor communication will be more effective with the presence of QA systems.

Furthermore, this study theorizes themechanisms that underlie the interplay between two
different learning channels based on MRT. MRT has been widely used in research on
marketing, services, and information communication technology. This study represents an
important application of MRT to the learning context by showing that different QA channels
can be used to solve different types of questions and complement each other in improving
learning processes and outcomes. In particular, QA systems serve as lean media that can
efficiently solve fact-based questions, while instructors serve as rich media that are good for
solving thought-provoking questions. The positive interplay between the two channels holds
because students’ use of QA systems to resolve fact-based questions will free instructor
resources for resolving more difficult, personalized questions, hence helping to make the best
use of instructor communication.

In terms of its practical implications, this study suggests that using QA systems may not
always lead to better learning performance. Specifically, the insights from our research
indicate that educators need to consider the capabilities of educational tools as well as their
influence on students’ specific learning activities, and hence to understand their roles in
teaching and learning. It is also possible that as the capability of QA systems improves and
students gainmore experience in using them, the role of QA systemswill change accordingly.
Nonetheless, our study shows a positive interaction between using QA systems and
communication with instructors. This means that with the presence of QA systems,
instructors can play an even more important and effective role in improving students’
learning performance. Instructors may want to design and adapt teaching methods
accordingly, for example, by encouraging students to resolve basic questions via online
channels while allocating more time for in-depth discussion and probing in order to improve
students’ learning processes and outcomes.

Notes

1. https://www.summitlearning.org

2. For the rest of this paper, we use “QA systems” to refer to QA systems with natural language
interfaces.
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3. An item was dropped for each construct due to a cross-loading issue.

4. For brevity, from this point onward, we only report the major variables of interest.
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Appendix 1

Author and year QA systems Research foci

Aguirre et al.
(2018)

Voice QA assistant for online
JAVA courses

Implemented a voice-based QA system on a MOOC
platform and optimized its accuracy

Crockett et al.
(2017)

Giving personalized tutoring
materials

Proposed a new method to model users’ learning
styles and hence to provide better-suited tutoring
materials

Fryer et al. (2019) Language partner Conducted a field experiment and found that
practicing language with a QA system increased
students’ interest in the language course

Hayashi (2014) Facilitating group learning Conducted a field experiment and found that using
QA systems increased students’ social awareness and
engagement in collaborative learning

Hien et al. (2018) Providing administrative
support

Adopted various artificial intelligence techniques to
enhance QA system performance

Hussain and
Athula (2018)

QA tasks for diabetes education Extended QA system’s knowledge base to an external
knowledge source, Wikipedia, thereby increasing
response rate

Kokku et al.
(2018)

General QA tasks on a e-
learning platform

Implemented a QA system to provide personalized
tutoring, leading to increased student engagement
and knowledge absorption

Lee et al. (2020) General QA tasks on a e-
learning platform

Developed a QA system to answer questions on
course materials and administrative matters, which
improved students’ satisfaction with the learning
process

Min et al. (2019) Chatting with students in game-
based learning activities

Incorporated a deep-learning method to choose
appropriate responses, and hence enhanced users’QA
experiences

Sharma and
Gupta (2018)

No specific application Analyzed, implemented and improved various
popular methodologies in the field of question
answering

Song et al. (2017) Chatting with students on a
MOOC platform

Developed a QA system to promote students’
meaningful interaction to engage them in online
learning

Tang et al. (2018) No specific application Proposed a new training algorithm, which effectively
improved the accuracy of QA systems

Waltinger et al.
(2012)

No specific application Enhanced QA systems’ response time and accuracy
by considering contextual information

Table A1.
Literature review on

QA systems in
education
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Appendix 2

Variable Measures Source

L_Process (learning process) I Feel that the learning process of this course
is very pleasant
I Am very satisfied with my learning
process of this course

Post-questionnaire (Xu
et al., 2014)

L_Outcome (learning outcome) I Have understood all the learning materials
related to this course
I Have achieved good learning results
related to this course

Post-questionnaire
(S€ollner et al., 2018)

U_Systems (use of QA system) 1 – If the student used the system to raise at
least one question related to learning
content
0 – Otherwise

System log

F_Systems (frequency of using
QA systems)

The total number of questions that related
to learning content raised by each student

System log

C_Instructors (communication
with instructors)

Self-evaluation of the frequency of
communication with instructors
1 – Hardly ever, 2 – rarely, 3 – occasionally,
4 – sometimes, 5 – modestly frequently,
6 – frequently, 7 – very frequently

Post-questionnaire

F_Materials (frequency of
checking online learning
materials)

Self-evaluation of the frequency of checking
online learning materials
1 – Hardly ever, 2 – rarely, 3 – occasionally,
4 – sometimes, 5 – modestly frequently,
6 – frequently, 7 – very frequently

Post-questionnaire

F_Peers (frequency of asking
peers)

Self-evaluation of the frequency of
discussion with classmates
1 – Hardly ever, 2 – rarely, 3 – occasionally,
4 – sometimes, 5 – modestly frequently,
6 – frequently, 7 – very frequently

Post-questionnaire

F_Books (frequency of studying
textbooks)

Self-evaluation of the frequency of studying
textbooks
1 – Hardly ever, 2 – rarely, 3 – occasionally,
4 – sometimes, 5 – modestly frequently,
6 – frequently, 7 – very frequently

Post-questionnaire

E_Tools (experience of using
learning tools)

I have rich experience of using technology
tools to support learning

Pre-questionnaire
(Arbaugh and Duray,
2002)

I_IT (innovativeness in IT) Compared to my classmates, I am the one
who would like to try new IT products first
I like experiencing novel IT products
I’m not willing to try new IT products

Pre-questionnaire
(Agarwal and Prasad,
1998)

PL (playfulness) I think experiencing IT products is fun
I’m willing to explore the functions of IT
products
I’m willing to try new functions of IT
products with my imagination
I interact with IT products in a flexible way

Pre-questionnaire
(Dewey, 1913)

W_Questions (willingness to ask
questions)

I often ask questions when learning
I think asking questions is a useful way to
learn

Pre-questionnaire (Davey
and McBride, 1986)

(continued )
Table A2.
Measurement items
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Appendix 3

Variable Measures Source

A_Efficacy (academic self-
efficacy)

I believe that I can get good grades in this
course
I believe that I can understand fundamental
concepts of this course
I believe that I can understand demanding
materials provided by instructors

Pre-questionnaire
(Bandura et al., 1987)

C_Efficacy (computer self-
efficacy)

I believe that I can learn to use a new IT
product by myself
I believe that I can learn to use a new IT
product even without prior experience
With a simple guide, I can learn to use a new
IT product

Pre-questionnaire
(Bandura et al., 1987)

Note(s): Seven-point Likert Scale Table A2.

Matching
Method Variable

Unmatched Mean
%
Bias

%
Reduced
bias t p-valueMatched Treated Control

One-to-one
nearest
(without
replacement)

Gender U 0.540 0.370 29.6 61.1 1.86 0.065
M 0.514 0.571 �11.5 �0.47 0.637

W_Questions U 3.686 4.24 �33.8 �1.86 0.064
M 3.686 3.714 �1.7 94.8 �0.07 0.942

C_Efficacy U 2.678 3.336 �40.5 �2.18 0.031
M 2.678 2.886 �12.8 68.5 �0.53 0.600

One-to-one
nearest (with
replacement)

Gender U 0.540 0.370 29.6 1.86 0.065
M 0.469 0.563 �11.5 36.1 �0.47 0.461

W_Questions U 3.686 4.241 �33.8 �1.86 0.064
M 3.938 3.938 0.0 100.0 �0.07 1.000

C_Efficacy U 2.678 3.336 �40.5 �2.18 0.031
M 2.931 2.886 �17.3 57.2 �0.53 0.454

One-to-two
nearest (with
replacement)

Gender U 0.540 0.370 29.6 1.86 0.065
M 0.469 0.485 �3.2 89.4 �0.12 0.902

W_Questions U 3.686 4.241 �33.8 �1.86 0.064
M 3.938 3.828 6.7 80.2 0.28 0.778

C_Efficacy U 2.678 3.336 �40.5 �2.18 0.031
M 2.93 3.078 �9.1 77.4 �0.41 0.684

One-to-three
nearest (with
replacement)

Gender U 0.540 0.370 29.6 1.86 0.065
M 0.469 0.474 �1.1 96.5 �0.04 0.967

W_Questions U 3.686 4.241 �33.8 �1.86 0.064
M 3.938 3.847 5.6 83.5 0.24 0.814

C_Efficacy U 2.678 3.336 �40.5 �2.18 0.031
M 2.931 3.028 �6.0 85.1 �0.27 0.787

Table A3.
PSM Variables and

t-test Results
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