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Abstract

Purpose – The purpose of this paper is to generalize the traditional risk evaluation methods and to specify a
multi-level risk evaluation framework, in order to prepare customized risk evaluation and to enable effectively
integrating the elements of risk evaluation.
Design/methodology/approach – A real case study of an electric motor manufacturing company is
presented to illustrate the advantages of this new framework compared to the traditional and fuzzy failure
mode and effect analysis (FMEA) approaches.
Findings – The essence of the proposed total risk evaluation framework (TREF) is its flexible approach that
enables the effective integration of firms’ individual requirements by developing tailor-made organizational
risk evaluation.
Originality/value – Increasing product/service complexity has led to increasingly complex yet unique
organizational operations; as a result, their risk evaluation is a very challenging task. Distinct structures,
characteristics and processes within and between organizations require a flexible yet robust approach of
evaluating risks efficiently.Most recent risk evaluation approaches are considered tobe inadequate due to the lack
of flexibility and an inappropriate structure for addressing the unique organizational demands and contextual
factors. To address this challenge effectively, taking a crucial step toward customization of risk evaluation.
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ISO International Organization for
Standardization

K Invention function
n Number of risk factors
RAP Risk aggregation protocol
RI Random consistency index
RPN Risk priority number
T Threshold vector
TOPSIS Technique for order

preference by similarity to
ideal solution

TREF Total risk evaluation
framework

Sðf ;wÞ Risk aggregation function
VIKOR VIsekriterijumska optimizacija i

KOmpromisno Resenje
w Vector of weights
(W1) � (W3) Warning rules
WS Warning system

1. Introduction
To respond to exponentially growing stakeholder and societal demands, companies have had
to develop solutions for complex operations, which are highly sensitive to the external and
internal organizational environment. To ensure smooth operation, it is necessary to
understand the hazards and risks associated as well as their mitigation. Risk evaluation is
used in many application areas, and many frameworks and methods have been proposed in
practice and in the scientific literature. Conventional risk evaluation approaches, however,
ignore the fact that many contemporary organizational and process components or failure
effects across hierarchical levels of a system are inherently complex (O’Keeffe et al., 2015;
Pasman et al., 2014), and they are not sufficient to address the continuously changing
organizational demands. Such situations call for new approaches, suggesting flexible and
adaptive risk evaluation methods (Aven, 2016; Reiman et al., 2015) that change to fit the
environment and situational factors of the organization. As Kanes et al. (2017) stated, it is
important to focus research on the area of flexibility in risk evaluation as a way forward for
improving current risk evaluation methodologies. In light of the aforementioned, this paper
proposes amulti-level risk evaluation framework, where flexibility is given amore prominent
role than in the current state of the art in the application area. It helps us to think differently
about risk evaluation – as a process that is recursive rather than linear, flexible rather than
rigid and pluralist not binary (O’Keeffe et al., 2015). Flexibility in risk evaluation is important
in the following areas: rating scale, number of risk factors, risk aggregation and warning
system (WS); however, their integration into one framework has yet not been developed in the
literature. The lack of the flexibility of risk evaluation raises difficulties in integration,
customization and adaptivity of risk management systems.

Various rating scales have been developed for risk evaluation in the literature, which can be
divided into two categories as predefined or invariant scales according to the stage of
evaluation. In the case of invariant scales, linguistic scalesweremostly usedwith defined levels
(e.g. 3, 4 or 5 levels), and the riskwas considered an occurrence of high risk levels (Gauthier et al.,
2018). Risk values can also be a result of a pairwise comparison (Merrick et al., 2005), where risk
effects are compared by their factors. In these cases, based on the results, risk effects can be
ranked and management can treat the most risky effects. However, in this case, the results of
risk values are verydifficult to interpret. In the implementation of predefined scales, experts use
previously defined ordinal scales, for example, the traditional 10-point scales (Liu et al., 2013,
2012; Liu and Tsai, 2012), probabilistic scales with values between ½0; 1� (Gauthier et al., 2018;
Malekitabar et al., 2018) or mixed scales such as the Fine–Kinney method (Kinney andWiruth,
1976). The proposed framework allowsboth types of risk value to beused andmakes it possible
for matching the aggregation function to its rating scale in a consistent way.

Methods in the literature define the degree of risk depending on a fixed number of factors.
In the failure mode and effect analysis (FMEA) method, the risk value is calculated based on
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the occurrence, severity and detectability parameters (Fattahi and Khalilzadeh, 2018),
whereas the Fine–Kinney (practical risk assessment) method calculates risk depending on the
likelihood of occurrence, exposure to the event and possible consequence parameters (Kinney
and Wiruth, 1976). Various extensions of the number of risk factors have been introduced in
the literature (see e.g. Karasan et al., 2018; Yousefi et al., 2018). However, they are limited to a
fixed number of factors. Unlike the literature, we propose a risk evaluation framework that
flexibly considers the impacts of arbitrary ðn≥ 2Þ number of risk factors to cope with the
deficiency mentioned earlier.

Severalmethods and analyses (such asMacKenzie, 2014; Azadeh-Fard et al., 2015; Panchal
et al., 2019c, 2019a) have been proposed for aggregating risks. Summarizing available
information into a single number is a difficult and sensitive issue (MacKenzie, 2014), which
requires an analyst to carefully select and utilize constituent elements, factors, weights
and algebraic operations (Ni et al., 2010; Azadeh-Fard et al., 2015). The proposed total
risk evaluation framework (TREF) works with a risk aggregation protocol (RAP); this is a
triplet, which includes three elements such as factors, weights and aggregation functions.
The aggregation can be implemented at different levels such as factor, effect, mode, process,
process area and organization. In addition, various domains such as health and safety,
quality or environment can be considered in the course of aggregation. This hierarchical
aggregation procedure is flexible; items such as the properties of available information,
mathematical expression and details required by the users can determine the exact elements
and methods that are best suited to the organization.

Warnings also play a vital role in risk evaluation (Khan et al., 2015; Øien et al., 2011).
Conventional risk evaluation has the disadvantage of being rigorous (Kalantarnia et al., 2009);
repeatedly adopting a single index (Zheng et al., 2012) or a list of warning indicators
(Øien et al., 2011) to signal warning events fails to capture all meaningful failures. There have
been many efforts to develop aWS for risk assessment (Ilangkumaran et al., 2015;Øien et al.,
2011; Zheng et al., 2012), but none of them addresses warning events from both factors and
levels of aggregation, that is, effect, mode and process, in order to capture comprehensive
failure identification. The principal feature of theWS of TREF is its flexibility. TREF extends
the literature by presenting a flexible WS considering risk values from the levels of factors,
domains, effects, modes, processes and the organization. This feature is a novel tool to specify
unique warning rules for each risk factor separately in each level.

In summary, the main contribution of this study to the literature is that it is the first step
toward customization of risk evaluation. In other words, TREF is a flexible risk evaluation
framework, which can be tailored to the specific needs of companies. TREF is composed of
the following:

(1) An arbitrary number ðn≥ 2Þ and weight of risk factors can be set by domain in risk
evaluation.

(2) To obtain a domain-specific risk value, the attributes of different management
systems (e.g. health and safety, quality or environment) can be considered in risk
evaluation.

(3) The paper develops a flexible multi-level risk aggregation protocol, which can be
implemented at different levels, adapted to the organizational needs.

(4) A flexible warning system can specify unique rules for warnings in each level.

The rest of this paper is organized as follows. Section 2 provides a brief review of risk
evaluation and its shortcomings. In Section 3, the proposed new risk evaluation framework,
the TREF, is presented. Section 4 presents how the proposed TREF can be applied in risk
evaluation. A real case serves to demonstrate the applicability and practicality of the
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proposed TREF in Section 5, including comparisons with two most commonly used risk
evaluation methods: traditional and fuzzy FMEA. Finally, we draw conclusions and make
suggestions for future research in Section 6.

2. Related work
Risk evaluation is the process of assessing the impact and likelihood of identified risks
based on Chang and Wen (2010) and Hansson and Aven (2014). The main aim of risk
evaluation is to determine the importance of risks and to prioritize them according to their
effects on systems, processes, designs and/or services for further attention and action
(Klinke andRenn, 2002). In other words, this process determineswhich risk source warrants
a response. The need for this process is based on the fact that organizations, processes and
projects face a large number of risks, each with different effects; thus, it may be impractical
or even impossible to manage them all because of time and resource constraints.

Risk evaluation is used in many application areas, and many frameworks, methods and
techniques have been proposed in practice and in the scientific literature. Liu et al. (2013)
conducted an analysis of 75 papers on the subject of risk evaluation. They systematically
classified the existing literature and concluded that the FMEA approaches introduced in the
last decades can be divided into three categories according to their failure mode prioritization
methods: multicriteria decision-making, mathematical programming and integrated
approaches. In addition, it can be observed from the surveyed literature that the fuzzy
rule-based system is the most popular method for prioritizing failure modes (Liu et al., 2013;
Panchal and Kumar, 2017; Panchal et al., 2018a). Conventional risk evaluation approaches
nevertheless ignore the fact thatmany contemporary organizational and process components
or failure effects across hierarchical levels of a system are inherently complex (O’Keeffe et al.,
2015; Pasman et al., 2014), and they are not sufficient to explain all that can go wrong. Such
situations call for new approaches, suggesting the need to develop flexible and adaptive risk
evaluation methods (Aven, 2016; Reiman et al., 2015) that change to fit the environmental and
situational factors of the organization. As Kanes et al. (2017) stated, it is important to focus on
the area of flexible risk evaluation, as a way forward for improving current risk evaluation
methodologies. O’Keeffe and his team also emphasized that a risk evaluation process should
be recursive rather than linear, flexible rather than rigid and pluralist not binary (O’Keeffe
et al., 2015). Such a situation calls for different approaches and methods, and it is a challenge
for the risk field to develop suitable frameworks and tools for this purpose (Aven and Zio,
2014; SRA, 2015). As a result of a shift in risk evaluation thinking from traditional and rigid to
flexible and adaptive attributes, new risk evaluation methods should be developed where
flexibility is one of the most important characteristics. Flexibility in risk evaluation can be
implemented in the following areas: scale, number of factors, aggregation and WS.

Various scales have been developed for risk evaluation in the literature; they can be
divided into two categories of predefined or invariant scales according to the state of
evaluation. In the case of invariant scales, in the early stages of risk evaluation, scale was not
used; risk evaluation was performed via percentage of occurrence (Etherton and Myers,
1990). Later, linguistic scales were used with 3–5 distinguished levels, and the assessment
was made by the evaluation team’s top ratings percentage (Gauthier et al., 2018; ISO 12100,
2010). Linguistic scales Merrick et al. (2005) use the pairwise comparison instead of
percentage. After the comparison, we can determine the ranking order of all alternatives and
select the best ones from among a set of feasible alternatives. The main challenge of this
approach is to interpret the resulting risk values. Indeed, regardless of whether we have
compared risky or less risky effects, the results will fluctuate around the same value.

Another approach is to use predefined scales for all factors. Before performing the
evaluations, the appropriate numeric scales were defined first in the failure analysis (Liu et al.,
2013). Various scoring guidelines exist; for example, Goodman as cited by Silva et al. (2014)
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developed the 10-point scales for evaluating the failuremodeswith respect to each risk factor.
Similarly, Lolli et al. (2015) developed an evaluation scale for assessing the three risk factors
such as the widely known FMEA. In some cases, mixed scales can be found, as in Fine–
Kinney (Kinney andWiruth, 1976), where for likelihood and exposure [0.1,10] is used and for
consequence [1,100] is used. Both approaches can be used in risk evaluation; however,
predefined scales, in particular the FMEA method using the product formula, were the most
common (Liu et al., 2013).

Methods developed in the literature define the degree of risk depending on a fixed number
of factors. In the traditional FMEA method, the risk value is calculated based on the
occurrence, severity and detectability parameters (Liu et al., 2013; Fattahi and Khalilzadeh,
2018). The Fine–Kinney method calculates risk depending on the likelihood of occurrence,
exposure and consequence parameters (Kinney and Wiruth, 1976). Some extensions of the
number of risk factors have been introduced in the literature. Karasan et al. (2018) extend the
number of factors, calculating risk based on severity, probability, frequency and detectability
values. Ou�edraogo et al. (2011) increased the factors to five: risk perception, impact of hazard,
research specificities, hazard detectability and probability of occurrence of accident.
Maheswaran and Loganathan (2013) proposed four risk factors including severity,
occurrence, detection and protection. Yousefi et al. (2018) considered two additional factors
including cost and duration of treatment in addition to severity, occurrence and detection.
These methods, however, are limited to a fixed number of risk factors. In addition, during our
literature investigation, we found that authors calculate with risk factors, as they are
independent (Liu et al., 2013). One of the possible causes of ignoring additional risk factors is
that their dependence should be addressed. These issues call for new solutions that can
address the dependence of risk factors and an arbitrary number of risk factors.

Several methods and analyses have been proposed for aggregating risk. Traditionally,
FMEA uses the risk priority number (RPN) to evaluate the risk of failure. The occurrence
factor measures the likelihood that a failure mode occurs. The severity is the expected
consequence of failure. The ability to recognize an error before it affects customers is
measured by the detection factor. Scales based on guidelines for usage (such as Fine–Kinney
and FMEA) and for evaluation/aggregation require different functions, such as additive,
average, product, geometrical mean, logarithmic (Malekitabar et al., 2018), but the most
common is the FMEA method with product formula (Liu et al., 2013). The multiplication of
these factors generates the RPN, and the aggregation is performed solely at the factor level.
Detailed procedures for carrying out an FMEAhave been documented in Stamatis (2003) and
Tay and Lim (2006). The traditional FMEA has proven to be one of the most important early
preventive methods (Liu et al., 2013, 2014; Silva et al., 2014), whereas the traditional RPN
method has been criticized in the literature (see the summary in Liu et al. (2013); Lolli et al.
(2015); Malekitabar et al. (2018)). Numerous alternative approaches have been proposed to
overcome the shortcomings of traditional FMEA. It can be observed from one of the most
recent reviews of FMEA conducted by Liu et al. (2013) that the fuzzy rule-based system is the
most popular method for prioritizing failure modes. The fuzzy rule-based FMEA approach
uses linguistic variables to prioritize failures in a system to describe the severity, detection
and occurrence as the riskiness of failure (Tay and Lim, 2006; Petrovi�c et al., 2014; Bowles and
Pel�aez, 1995). However, the most commonly used membership functions are the triangular
and trapezoidal (Riahi et al., 2012). An advantage of using fuzzy rule-based FMEA for risk
evaluation is that the resulting evaluation becomes qualitative and has the ability to model
uncertain and ambiguous information. A disadvantage of fuzzy rule-based FMEA
approaches is that they can produce erroneous results if analysts do not have a
sufficiently deep understanding of the system. In addition, similarly to traditional FMEA,
fuzzy rule-based FMEA aggregates only at the factor level. Other aggregation techniques
have also been proposed in the literature, for example, geometric mean (see e.g. Kokangl et al.,
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2017;Maheswaran and Loganathan, 2013;Wang et al., 2009), median Karasan et al. (2018) and
radial distance Malekitabar et al. (2018). The weighted geometric mean is also applied in the
analytic hierarchy process (AHP) (Braglia and Bevilacqua, 2000) or analytic network process
(ANP) (Liu and Tsai, 2012; Torabi et al., 2014; Wang et al., 2018). The AHP/ANP enables the
decomposition of elements into a hierarchy and calculates weights for the risk factors. In the
AHP, each element in the hierarchy is considered to be independent of all the others. However,
ANP does not require independence among elements, so it can be used as an effective tool also
in the case of interdependency (Saaty, 2004; Wang et al., 2018).

In addition, the authors emphasize a remarkable shift toward integrated methods for
ranking failure modes when aiming at accurate risk evaluation. For instance, fuzzy evidential
reasoning is integrated with grey theory (Chang et al., 1999; Liu et al., 2011), fuzzy TOPSIS
(technique for order preference by similarity to ideal solution) with fuzzy AHP (Kutlu and
Ekmekçio�glu, 2012) and VIKOR (VIsekriterijumska optimizacija i KOmpromisno Resenje) or
EDAS (evaluation based on distance from average solution) (Panchal et al., 2019c) with fuzzy
logic (Liu et al., 2012; Panchal et al., 2019b; Panchal and Srivastava, 2019) and grey techniques
(Panchal andKumar, 2016; Panchal et al., 2018b; Panchal andSrivastava, 2019). There is a trend
toward using more than one method to enhance the efficacy and empirical validity of risk
evaluation results (Liu et al., 2013). Recent research (Lolli et al., 2015; Liu et al., 2014) also shows a
shift toward integrated methods (e.g. ANP (dos Santos et al., 2015; Zammori and Gabbrielli,
2012) has been combined with other models), so that synergies can be maximized. Liu et al.
(2013); Shaker et al. (2019) conclude that objective and combination weighting methods should
be applied in risk evaluation because they evaluate relative importance objectively without
decision-makers. However, some doubts remain concerning the applicability of integrated
methods to real-life circumstances, for example, the need to add risk factors to the
determination of risk priority of failure modes (Liu et al., 2013) and the need to support the
aggregation of risk levels from different domains. Considering risk effects in different domains
is important because the same source of hazards often causes risks in multiple management
areas with different levels of relevance (Pasman et al., 2014). Therefore, the sources of hazards
describing the possible risk effects in different management system areas (e.g. ISO 9001 (2015);
ISO 14001 (2015) and ISO 45001 (2017) (previously OHSAS, 18000) should be considered and
developed holistically and cohesively (Abad et al., 2014; Asif et al., 2013; Bernardo, 2014; de
Oliveira, 2013; Rebelo et al., 2016). Domains such as health and safety, quality or environment
can be considered in risk evaluation with different weights. To conclude, priorities and
demands can be different by domains, which calls for flexible risk aggregation.

Warningsplayavital role in risk evaluation (Khan et al., 2015;Øien et al., 2011). Conventional
risk evaluation has the disadvantage of having rigor (Kalantarnia et al., 2009), repeatedly
adopting a single index (Zheng et al., 2012) or a list of warning indicators (Øien et al., 2011) to
signalwarning events and failing to capturemeaningful failures. There have beenmany efforts
to develop the WS of risk evaluation. Ilangkumaran et al. (2015) proposed a hybrid technique
(Liu et al., 2015; Panchal et al., 2019a) for assessingwork safety in hot environments including a
warning rating and safety grade at the risk factor level.Øien et al. (2011) have developed a set of
risk indicators that can provide warnings about potential major accidents. Zheng et al. (2012)
proposed an early warning rating system for hot and humid environments calculating safety
indexes at the factor and subfactor levels. In addition, Xu et al. (2002) suggested two levels of
warnings. In the scientific literature, the risk hierarchy is occasionally mixed with risk level; for
example, Chen et al. (2012); Manuele (2005) use the action levels as risk hierarchies, and no real
hierarchy levels are used. This summary shows thatmethods developed in the literature do not
addresswarning events originating frommulti-levels such as factor, effect,mode andprocess in
order to specify unique warning rules for each risk factor separately in each level.

In conclusion, based on the aforementioned works, the risk evaluation practice of
companies is adapted in line with the limits of the existing rigorous methods. Therefore, we
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propose a flexible risk evaluation framework, which can be tailored to the specific needs of
companies. We found that a fixed number of risk factors mostly from one domain were
included only in risk evaluation. Our proposed framework makes it possible for users to set
an arbitrary number of risk factors, which can be different in different risk domains.
Additional advantages of TREF are that it considers the importance of risk factors by domain
and can handle the dependence of risk factors. In addition,mostmethods aggregate risk value
at the factor level and the same is true for signal warnings. Instead, TREF includes a flexible
RAP and a flexible WS. The flexible RAP makes it possible for users to use different risk
factors, weights and aggregation functions at different levels, adapted to the needs of
companies. Flexible WS can specify unique warnings for each single risk factor separately.

3. Mathematical background
The TREF includes risk evaluation, risk assessment and schedules of corrective/preventive
actions. This paper focuses only on the evaluation of the risk effects based on a novel formula.

3.1 Formal description of calculating risk values

Definition 1. Let f ¼ ½ f1; f2; . . . ; fn�T, ðn≥ 2Þ be the vector of risk factors, and let

w ¼ ½w1;w2; ::;wn�T ; ðn≥ 2Þbe the weight vector of risk factors ðwi ∈RþÞ.
Denote r ¼ Sð f ;wÞ as a resulting risk value, where S is a monotonous
aggregation function. Denote ðf ;w; SÞ as the risk aggregation
protocol (RAP).

Remark 1. Usually we assume that risk factors fi and fj, ði≠ jÞ are independent of each
other. However, the proposed RAP does not require their independence.

The proposed RAP can integrate the traditional FMEA, Fuzzy FMEA and the Fine–Kinney
risk evaluationmethods. RAP generalizes these three types ofmethods; therefore, they can be
considered special cases of the proposed RAP.

Example 1. In the case of traditional FMEA, n ¼ 3, wi :¼ 1, fi ∈ f; 2; . . . ; 10g,
i :¼ 1; . . . ; n, S :¼ Qn

i:¼1 fi.

Example 2. In the case of Fuzzy FMEA, n ¼ 3, wi :¼ 1, fi :¼ τiðxÞ, τiðxÞ : I → ½0; 1�
is the so-called membership function, i :¼ 1; . . . ; n, Sðf ; 1Þ :¼Qn

i:¼1

R
I

fidx ¼
Qn

i:¼1

R
I

τiðxÞdx.

Example 3. In the case of the Fine–Kinney approach, n ¼ 3, wi :¼ 1, f1 ∈
f0:1; 0:2; . . . ; 10:0g (likelihood of occurrence), f2 ∈ f0:5; 1:0; . . . ; 10:0g
(exposure factor), f3 ∈ f1:0; 2:0; . . . ; 100:0g (factors of possible
consequences), S :¼ Qn

i:¼1 fi.

To include weights, AHP/ANP can be integrated into the traditional FMEA, Fuzzy
FMEA and Fine–Kinney methods. In addition, the proposed RAP allows us to consider
arbitrary (more or less than three) risk factors.

Example 4. In the case study, n∈ f2; 3; 4; 5; 6g, wi ∈Rþ, fi ∈ f1; 2; . . . ; 10g,Pn
i:¼1wi ¼ 1,

i :¼ 1; ::; n, and we used four types of functions:

(1) S1ðf ;wÞ ¼
Qn

i:¼1 f
wi

i is the weighted geometric mean of risk factors.

(2) S2ðf ; 1Þ ¼ max ðff1; . . . ; fngÞ is the maximum value of risk factors.

(3) S3ðf ;wÞ ¼ Medianðff ;wgÞ is the weighted median of risk factors.

(4) S4ðf ;wÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i:¼1wi f
2
i

q
is the weighted radial distance of risk factors.
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In the case of wi ¼ 1=n, the aggregation functions S1; S3 and S4 produce the unweighted
geometric mean, unweighted median and unweighted radial distance of risk factors.

Remark 2. One of the main advantages of the proposed RAP is that the number of risk
factors can be different, for example, for each risk domain and for each
risk mode. In the extreme case, TREF allows us to ignore the evaluation of a
riskmode if it does not have an effect on a domain. To compare different kinds
of resulting risk values that are based on different numbers of risk factors, the
choice of an adequate aggregation function is one of the most important
topics. According to Calvo et al. (2002) and Beliakov et al. (2008), an
aggregation function should produce symmetric result for symmetric inputs
and should be continuous if the inputs are continuous.Malekitabar et al. (2018)
and others criticized FMEA because production as aggregation is a very
(left-side) asymmetric function; therefore, the risks are often underestimated.
In contrast to Malekitabar et al. (2018), who suggest radial distance as an
aggregation function, we suggest a weighted median if the resulting risk
factors are to be compared or aggregated. The (weighted) median maintains
the symmetry as much as possible not only for two factors, which were
investigated by Malekitabar et al. (2018), but also for more than two factors
(see Figure 1), where two (see Figure 1)(a–c) and six (see Figure 1)(d–f) are
aggregated. Factors followed discrete uniform distributions fi ∈ 1; 2; . . . ; 10.

Nevertheless, the (weighted) median and (weighted) geometric mean can be robust to outliers,
which is commonly referred to as a good feature of an aggregating function, except for the
aggregation of risks, where the high value of a risk factor may require intervention. This
problem can only be solved with a multi-level WS, where not only the aggregated risk values
but also the risk factors are considered (see Section 3.2).

Remark 3. It is important to note that the proposed risk aggregation protocol does not
require existing (predefined) scales (see Section 2). Scale values can be a result
of a pairwise comparison (see e.g. Merrick et al., 2005).

Applying the risk aggregation protocol iteratively, the risk values can be specified in a higher
hierarchy level.

Definition 2. Let ðRðNÞ;W ðNÞ; SÞ, ðRðN−1Þ;W ðN−1Þ; SÞ be risk aggregation protocols.

Denote TRPN
ðNÞ
i ¼ R

ðNÞ
i ¼ SðRðN−1Þ

i ;W
ðN−1Þ
i Þ as the total risk priority

number i in the hierarchy level N.

The proposed framework provides the opportunity to evaluate a failure mode through
different types of aspects. The effects of a failuremode can have impacts on different domains
such as quality, environment, health and safety as well as others. These effects are usually
evaluated separately if companies follow different types of standards (such as ISO 9001,
14001, 45001). However, in addition to the separated evaluations, aggregated risk values can
also be important for the company, which can include these aspects. Considering these
aspects, a weighted risk value can be calculated regarding the iterative formula.

Similarly to this bottom-up calculation mode, risk values can be specified for all hierarchy
levels.

At the hierarchy level, we can say:

(1) The risk factors are aggregated: TRPN
ð1Þ
d ¼ R

ð1Þ
d ¼ SðRð0Þ

d ;W
ð0Þ
d Þ ¼ Sðf ;wÞ, and

they specify the risk domain values d.
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(a
)

(b
)

(c
)

(d
)

(e
)

(f
)

Figure 1.
Resulting risk values
for two factors (a–c)
and for six factors
(d–e), n 5 10000,
fi ∈ 1, 2, . . ., 10
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(2) The risk domain values are aggregated: TRPNð2Þ
e ¼ R

ð2Þ
e ¼ SðRð1Þ

e ;W
ð1Þ
e Þ, and they

specify the risk value for risk effect e.

(3) The risk values of risk effects are aggregated: TRPNð3Þ
m ¼ R

ð3Þ
m ¼ SðRð2Þ

m ;W
ð2Þ
m Þ, and

they specify the risk value for failure modes m.

(4) The risk values of failuremodes are aggregated: TRPN
ð4Þ
p ¼ R

ð4Þ
p ¼ SðRð3Þ

p ;W
ð3Þ
p Þ, and

they specify the risk value for process p.

(5) The risk values of processes are aggregated: TRPNð5Þ
a ¼ R

ð5Þ
a ¼ SðRð4Þ

a ;W
ð4Þ
a Þ, and

they specify the risk value for the process area a.

(6) The risk values of process areas are aggregated: TRPN
ð6Þ
M ¼ R

ð6Þ
M ¼ SðRð5Þ

M ;W
ð5Þ
M Þ, and

they specify the risk value for the main process M.

(7) The risk values of main processes are aggregated: TRPNð7Þ ¼ Rð7Þ ¼ SðRð6Þ;W ð6ÞÞ,
and they specify the risk value in the organizational level.

In the proposed framework, an arbitrary number of factors (but at least two) can be specified
for each single risk domain. The compatibility between the TREF and the traditional FMEA
or fuzzy FMEA can also be realized if severity, occurrence and detection are considered as
risk factors. Similarly, compatibility between TREF and Fine–Kinney can also be realized if
the applied risk factors are likelihood of occurrence, exposure and consequence. Beyond the
traditional methods, additional risk factors can be specified, for example, control, information
and range (see Section 5.) The number of risk factors follows the company needs and the
nature of the risk domains. The TREF also proposes an extra factor, criticality, to allow the
risk evaluation team to specify corrective/preventive actions. Risk factors can be evaluated
and aggregated by different domains (e.g. quality, environment, health and safety) that cover
different facets of corporate systems. The potential failure modes can be identified, as can
their causes and effects (see Figure 3). Organizational level processes (e.g. production, sales)
can be divided into subprocesses, sub-subprocesses and so on Certa et al. (2017).
This decomposition may go on to an arbitrary depth in the hierarchy depending on the
nature and complexity of organizational processes. Nevertheless, hierarchy level is only one
option to use the proposed iterative formula. If an acyclic graph or chain of causes, failure
modes and effects are specified (see Figure 3), the risk values for common causes and common
effects can also be specified.

3.2 The warning system
The WS signals to the risk evaluation team where critical failures are, and this team can
see the general conditions of the processes. The WS considers risk values at all levels.
As with the calculation of TRPNs, the specification of the WS follows the bottom-up
conception. Corrective/preventive actions are scheduled if a risk factor is not lower than
a threshold W1, but also corrective/preventive actions are scheduled if the aggregated
value is not lower than a threshold W2. The TREF proposes an extra factor, criticality,
to allow the risk evaluation team to specify corrective/preventive actions W3, even if the
aggregated risk value is lower than the specified threshold. If its value is 1, corrective or
preventive actions should be specified. However, if its value is 0, corrective or preventive
actions can be specified because both the risk factors and/or the aggregated risk value
can be higher than the thresholds. The criticality factor produces another flexibility for
the team to override the evaluation and specify preventive tasks for the events that are
not risky but that may be potentially risky events (e.g. nonquantifiable risks and
difficultly quantifiable customer expectations, or even their possible changes) and should
be evaluated independently from other risk factors.
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Formally, corrective/preventive actions can be prescribed in three ways:

K
ðNÞ
i ¼

�
1; R

ðN−1Þ
i ≥T

ðN−1Þ
i

0; otherwise
(1)

Definition 3. Let ðRðNÞ;W ðNÞ; SÞ and ðRðN−1Þ;W ðN−1Þ; SÞ ðN ≥ 1Þ be risk aggregation

protocols. Additionally, denote CrðN−1Þ
∈ f0; 1g as the criticality value in

hierarchy level N − 1. Let TðNÞ;TðN−1Þ be threshold vectors, where

∀i; j;T
ðN−1Þ
i ;T

ðNÞ
j ∈Rþ. Denote the invention function in level N for

factor i.

Figure 2.
The proposed total risk
evaluation framework
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Figure 3.
The TREF graph for
evaluating the risks of
maintenance
processes: the chain of
causes, failure modes
and effects
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A warning event has occurred if

(W1)
P
i

K
ðN−1Þ
i ≥ nðN−1Þ (at least nðN−1Þ of risk factors are not lower than the specified

threshold);

(W2)
P
j

K
ðNÞ
j ≥ nðNÞ (at least nðNÞ aggregated risk values are not lower than the specified

threshold);

(W3) CrðN−1Þ :¼ 1 (a risk factor is decided as critical).

The thresholds and the rule of thresholds can be specified as arbitrary, based on the
company experts. Generally, warning thresholds are specified based on former
experiences, but standards can also provide a threshold. (In our case study, because
the company had to follow more than one standard requirement, the minimum value
of the experts’ opinions was the threshold.) In addition, the dependence of risk factors
can also be addressed by specifying different thresholds for each single risk factor
separately.

Definition 4. We can say that a (risk) effect is a failure effect if at least one of the
conditions W1–W3 is satisfied.

If TRPNs are calculated for the total process tree (see Figure 2), thresholds should be specified
for all levels.

4. The process of the application of the proposed framework
The proposed framework has four stages (see Figure 2). The first stage (process specification)
is detailed in Section 4.1 Phase 1. The next step, the risk evaluation, is detailed in Section 4.1
Phase 2 and Phase 3, while stage 3 (risk assessment) is detailed in Section 4.2. The risk
reduction and mitigation (stage 4) are detailed in Section 4.3.

4.1 Process of risk evaluation
4.1.1 Phase 1: logic planning. The process hierarchy, including the core processes,
subprocesses and their subprocesses and so on (see Figure 2), the process-specific
elements and failure modes and the chain of causes and risk effects based on their
domains should be specified before the proposed TREF is used. This process hierarchy helps
us to obtain the failure modes. The proposed framework shows us where we should
concentrate efforts to correct and improve processes.

Instead of the process hierarchy, a (process) graph can also be specified (see, e.g. Figure 3).
To apply the proposed recursive risk evaluation process, the only requirement for the logic
network is that the graph be acyclic. In addition, in the process hierarchy, further arbitrary
acyclic graphs (furthermore, the TREF graph (see, e.g. Figure 3) can be specified to better fit
changing company needs.

4.1.2 Phase 2: defining factors and scales. At the beginning of Phase 2, there are two
options. Either scales for evaluating risk factors are identified (1) or invariant scale methods
are used (see e.g. Merrick et al., 2005; Gauthier et al., 2018), for example, performing pairwise
comparisons of risks for separated risk factors (see, e.g. Merrick et al., 2005) (2). In the first
case, first the adequate scales for risk factors should be specified. When specifying scales,
linguistic categories can also be specified, and instead of scale values, membership functions
can also be defined (see Example 2). In case of an invariant scale, there is no need to use a
predefined scale; however, after pairwise comparison, the results should be categorized. In all
cases, each effect is evaluated through nþ 1 risk factors, where the total risk priority number
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(TRPN) is calculated by these factors (see risk reduction andmitigation in Figure 2). Since one
of the main benefits of the proposed TREF is flexibility, the evaluation of at least two factors
(e.g. occurrence, severity) is required. However, more than three factors can be specified, and
the number of evaluation risk factors is flexible.

4.1.3 Phase 3: calculation of risk values and thresholds through the process hierarchy/
process graph. Based on the proposed iterative bottom-up calculation method (see Definition
2), through the process hierarchy or an acyclic process graph, risk values can be calculated for
each hierarchy level.

Contrary to traditional FMEA and fuzzy FMEA, TREF allows the specification of more
than one effect to be assigned to a cause (see Figure 2). However, different failure modes and
risk effects may have the same causes (common causes) (see Figure 3). The only restriction is
to avoid cycles in the process hierarchy.

On the one hand, weights can be calculated by using ANP method, which can follow the
process hierarchy. Applying weights gives a general view of the process risks, which are
weighted by their importance. On the other hand, using weights is only optional. If there is no
information about the importance of risk factors, the equal weights can be used. The other
relevant example of unweighted aggregation uses the maximal value of the risk factors. The
maximal value can also produce valuable information about risky processes (see S2 in
Example 4). This value presents the weak links (the worst/most risky processes).

In addition to calculating risk values or before performing the task, the thresholdsmust be
specified for all levels (see risk assessment in Figure 2).

4.2 Monitoring risk values – operating the warning system
While the calculation of risk values and the thresholds should be calculated by the bottom-up
iterative formula, the operation of the monitoring system can follow both the bottom-up and
the top-down approaches.

4.2.1 Bottom-up approach. At the 0-th hierarchy level, risk factors are evaluated. A
warning event has occurred if a risk factor is not lower than the thresholdW1 or a criticality
value is set to be 1 W3. For maintenance, this monitoring system shows which risk effect
(inwhich domain) of processmode caused a failuremode andwhich factors are not lower than
a threshold; therefore, a specific corrective/preventive action must be prescribed to
mitigate the value of the risk factor. If a specific corrective/preventive action is not prescribed
but the aggregated risk value is not lower than a threshold, general corrective/
preventive actions should be prescribed W2 to mitigate the aggregated risk values.
General corrective/preventive actions should contain the set of specific tasks, whichmitigates
the values of risk factors. This bottom-up approach can be extended to the higher hierarchy
levels, where general activities in a hierarchy levelN should contain specific tasks to mitigate
risk factors or risk values in the lower hierarchy.

4.2.2 Top-down approach. The top-down or managerial approach can be specified if in
addition to the aggregating risk values the number of failure effects are calculated for all
hierarchy levels. If there is a warning event on hierarchy level N, a general corrective/
preventive action is specified, which, similarly to the bottom-up, may (but in this case not
necessarily) contain a (detailed) corrective/preventive action to mitigate risk factors.
The number of failure effects in every level helps management to drill down and specify the
set of corrective/preventive actions. While the bottom-up approach goes from the lower
hierarchy level, specific corrective/preventive actions are specified to mitigate the risk
factors, and general corrective/preventive actions are usually specified as a set of specific
corrective/preventive actions. The top-down or managerial level starts at the top level of a
hierarchy. Aggregated risk values give a general view of the risks; however, to reduce the
number of failure effects, general corrective/preventive actions should be specified.
Nevertheless, these general corrective/preventive actions may (but not necessarily) contain
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specific corrective/preventive actions. For example, purchasing a new piece of equipment can
be a general activity, which can solve several specific problems.

4.3 Schedule of corrective/preventive actions
After specifying the set of corrective/preventive actions:

(1) The forecasted effect of corrective/preventive actions should be specified (see, e.g.
Bowles, 2003; Carmignani, 2009).

(2) Corrective/preventive actions should be organized as a maintenance project to
minimize system shutdowns (see, e.g. Koszty�an, 2018).

The proposed TREF includes the schedule of corrective/preventive actions, which is a kind of
flexible, discrete time/cost/quality trade-off problem; a future paper will focus on this
scheduling problem. After completing risk mitigation projects, the improved risk effects will
be re-evaluated (see the re-evaluation arrow in Figure 2), and if necessary, a newmaintenance
project will be organized.

5. Case study
5.1 Case study background
This section presents risk evaluation with different methods, including traditional FMEA,
fuzzy FMEA and TREF, in the area of electric motor manufacturing. This case was chosen
because of its substantive significance (Ragin, 1999). We have used a single-case design
approach, where the case is selected because it is critical; that is, its conditions allow our
method to be tested (Dub�e and Par�e, 2003; Yin, 2013). Some features of the company and
processes must be clarified before the numerical illustration. This Hungarian subsidiary of a
multinational corporation operates in the high-technology automotive industry. In the last
decade, the market for high-precision drive systems has grown substantially. This company
is a global leader in high-quality electric motors that are installed in critical applications such
as surgical power tools, race cars and high-precision industrial applications. In so-called
high-added-value manufacturing, the reliability of products plays a crucial role in their long
lifespans. To improve the reliability of processes, a risk evaluation was conducted. The
company has integrated quality management (ISO 9001), environmental management (ISO
14001) and health and safety management (ISO 45001) systems.

Company processes are divided into three categories (main processes): support (e.g. IT and
process planning, finance, legal, facility and vehicle fleet, environmental protection);
management (e.g. personnel development, risk management, management review, operative
planning, process evaluation, audits, continuous improvement); and customer order-related
processes (e.g. procurement, material management, production planning, production, quality
assurance, warehousing). In this study, maintenance activities were selected as illustrative
examples of the proposed model in Figure 2. They allow us to present the evaluation of each
domain and all risk factors. Maintenance activities do not occur in separated functional units
but are integrated with the core functions of the company.

Maintenance includes series of actions taken to maintain or restore the functionality of
facilities/equipment. Maintenance activities occur in three processes: building engineering
in facilities and the vehicle fleet (1.4.01P), means of production maintenance (1.6.01P), and
maintenance of inspection tools in quality assurance (4.7.03P). In each case, potential
failure modes, their causes and effects (on all three domains, i.e.: quality, environmental,
health and safety) and the evaluation of risk factors were first identified by the risk
evaluation team.

Figure 3 shows the logical connections among five failure modes, four identified causes
and nine possible effects. The risk evaluation team, including the systemmanager, the process
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manager and an academic expert, first identified five potential failure modes. The column
marked “Processes”indicates the three maintenance processes: building engineering, means
of production maintenance and inspection tool maintenance. The column marked
“Causes”indicates the four causes: 045C for inadequate maintenance and 046C for
insufficient technical requirements are common causes of two failure modes, and the
remaining two causes are 018C for devices not registered and 012C for lack of knowledge.
The column marked “Failure modes” indicates the type, that is, 1.4.01P.001M: equipment
failure in building engineering; 1.6.01P.001M: equipment failure in means of production
maintenance; 1.6.01P.002M: nonplanned maintenance; 4.7.03P.001M: failure to maintain
inspection tools; 4.7.03P.002M: improper maintenance requirements for inspection tools. The
“Effects by domains” column indicates the three domains based on the company’s integrated
management system: quality, environment and health and safety. The nine effects are
014E(Q): time loss, extra work time requirement; 005E(H): human injury; 020E(Q): missed
calibration, incorrect measurement; 021E(Q): missed calibration, audit failure; 022E(Q):
equipment failure; 050E(E): pollutants into the environment; 051E(H): discomfort; 052E(Q):
production loss; and 053E(H): health impairment.

For example, failure mode equipment failure (1.4.01P.001M) is caused by insufficient
technical requirements (046C) and inadequate maintenance (045C), and it affects quality (time
loss (014E(Q)), environment (pollutants released into the environment (050E(E))) and health and
safety (discomfort (051E(H)) and health impairment (053E(H))). As can be seen from the
identifiers, causes and effects are not assigned to the processes or failure modes; there is a
common database for the whole company. For example “operator failure,” “mistyping”might
occur in many processes, domains. This allows a smaller size data set with codes that are
easier to memorize.

5.2 Applied methods
To check the applicability of TREF, it was necessary to compare it with the most
frequently used risk evaluation methods, traditional FMEA and fuzzy FMEA (Liu et al.,
2013). The use of traditional FMEA with fuzzy FMEA at first sounds illogical because
both are not used together. Fuzzy FMEA was developed to help those who were not
experts in FMEA with linguistic terms. We develop our fuzzy FMEA method by working
backward for this test as an example to test the usability of the TREF. We used sigmoid
and bell/splay functions as membership functions (Johany�ak and Kov�acs, 2004), and
calculations were conducted via a weight method. Defuzzyfication relied on the
multiplication of membership functions.

5.2.1 Implementation of the proposed TREF. For the TREF, we have used three additional
risk factors in the case study, namely, control (C), information (I) and range (R), for a total of
six factors. The first three are the same as those used in traditional FMEA and fuzzy FMEA:
severity (S), occurrence (O) and detectability (D). This shows that the TREF is flexible and can
include any number of risk factors ðn≥ 2Þ. The risk evaluation team agreed on the values of
severity, occurrence, detection, control, information and range by using Tables AI–AIII.

Head CI RI W ð1Þ

Objectives 0 0.58 1
Quality 0.0986 1.24 0.4545
Environment 0.1175 1.24 0.4545
Health and safety 0.1170 1.24 0.0909

Table I.
Result of the pairwise
comparison for the
domains (quality,
environment, health
and safety).
CR 5 0.0598, critical
value: 5 0.1,
I :¼ fQ;E;Hg
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The next step is to evaluate the importance of each risk factor in all domains to generate
their weights. According to ANP, the reciprocal matrix determined through pairwise
comparison for the three domains is shown in Table I.

Values in the table were generated according to Saaty (1987, 2004). The CI comes from the
matrix of comparisons, RI is the random consistency index and w 5 weight. The CR is the
consistency ratio, which can be calculated as follows: CR ¼ P

wCI=
P

wRI. Weights were
calculated using geometric means. The consistency ratio (CR) was calculated by using the
information in Table I. Based on the risk evaluation team’s pairwise comparisons, the
importance of the quality and environment domains are judged to be the same, while health
and safety is considered less important. Table II shows the (0-th level) weights (W

ð0Þ
i;j ) of the

six risk ði ¼ 1; . . . ; 6Þ factors in three domains ð j ¼ 1; 2; 3Þ.
In the case of the quality domain, detection has the greatest weight, while in the case of the

environment and health and safety domains, severity has the greatest weight. Table II also
shows that “Range” is the second-most important risk factor in the environment domain.

The effects are evaluated using the method proposed in Section 3. Each effect’s TRPN
value was obtained by calculating the S1 − S4 risk aggregating functions. Figure 4 shows
the TRPN calculations and two kinds of warnings, that is, W1 and W3. For example,
according to S1 − S4 risk aggregation functions, TRPN for the failure mode (1.4.01P.001M)
051E(H) effect can be calculated as follows:�

f$;3;W
ð0Þ
$;3 ; S1

�
: TRPN

ð1Þ
S1

�
f$;3;W

ð0Þ
$;3

�
¼

Y6

i:¼1
f
W

ð0Þ
i;3

i;3 ¼ 2:25

�
f$;3; 1=6; S1

�
: TRPN

ð1Þ
S1

�
f$;3; 1=6

� ¼ Y6

i:¼1
f
1=6
i;3 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiY6

i:¼1
fi;3

6

r
¼ 2:49

�
f$;3; 1; S2

�
: TRPN

ð1Þ
S2
ðf3; 1Þ ¼ maxi fi;3 ¼ 5:00

�
f$;3;W

ð0Þ
$;3 ; S3

�
: TRPN

ð1Þ
S3

�
f3;W

ð0Þ
$;3

�
¼ Medianðfw1f1; . . . ;wnf6gÞ ¼ 2:00

�
f$;3;W

ð0Þ
$;3 ; S4

�
: TRPN

ð1Þ
S4

�
f3;W

ð0Þ
$;3

�
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX 6

i:¼1
wif

2
i

r
¼ 3:14

Figure 4 shows the TRPN of each effect. The value of range is not lower than the critical value
(threshold); therefore, corrective/preventive actions have to be specified to mitigate both
(051E(H), 053E(H)) range effects (see W1 in Section 3.2). Figure 4 also shows that despite

Factors (f), Weights ðW ð0ÞÞ Quality Environment Health and safety

f1 5 Occurrence 0.1612 0.1364 0.2265
f2 5 Severity 0.2459 0.4462 0.4461
f3 5 Detection 0.4259 0.0435 0.0833
f4 5 Control 0.0943 0.0798 0.1325
f6 5 Information 0.0361 0.0400 0.0352
f6 5 Range 0.0366 0.2540 0.0765
CR 0.0796 0.0948 0.0943

Table II.
Results of the pairwise
comparisons of the risk

factors. Critical
value: 5 0.1
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Figure 4.
The evaluation of
TRPN for failure mode
(1.4.01P.001M) effects
(051E(H) and 053E(H))
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average TRPNs (TRPN051E;H and TRPN053E;H) that are lower than the specified threshold,
053E(H) is critical (see W3 in Section 3.2), and the risk evaluation team specified corrective/
preventive actions to avoid this risk effect.

To use the proposed TREF as a module in an expert system, different levels of
aggregation should be performed. According to risk aggregation function ðS1Þ, the weighted
geometric mean of total risk priority numbers was calculated for process levels, failure
modes, common causes and common effects. Since the effect (discomfort 051E(H)) was judged
to be four times less important than health damage (O53E(H)) by the risk evaluation team, we
weighted the geometric mean value (the value input into the oval in Figure 4), which is used to
calculate the TRPNð2Þ ¼ 2:426. Failure mode 1.4.01P.001M has two other effects, 014E(Q)
(j ¼ 1) and 050E(E) ðj ¼ 2Þ, which were evaluated from the quality (Q) and environmental (E)
points of view (see Table BI in Appendix B). These values are TRPN

ð1Þ
1 ¼ 2:66,

TRPN
ð1Þ
2 ¼ 2:48 (see Table BI) and TRPN

ð1Þ
3 ¼ 2:36 (see Figure 4). This value (the average

TRPN for the quality/environment/health and safety effects of failure mode 014P.001M)
represents a general view of failure modes. The weighted average TRPN for failure mode
1.4.01P.001M is:

TRPN
ð2Þ
1 ¼

�
TRPN

ð1Þ
1

�W
ð1Þ
1
$
�
TRPN

ð1Þ
2

�W
ð1Þ
2

2
$
�
TRPN

ð1Þ
3

�W
ð1Þ
3

¼ 2:660:4545$2:480:4545$2:360:0909 ¼ 2:55

(2)

These values are lower than a critical value (threshold); however, to detect the number of
failure effects, we had to calculate both the maximum values of TRPNs and the number of
failure effects (see the results in Figure 4 and Table BI). It is important to note the proposed
multi-level approach detected more (in this case, three) failure effects, which would not have
been possible when calculating RPNs for only one aspect. Moreover, Figure 4 and Table BI
show that the traditional RPN, which is based only on the occurrence (O), severity (S) and
detection (D) factors, cannot detect the critical range (R) within these effects (014E(Q), 051E(H)
and 053E(H)).

Since there was no information about the importances of the processes, unweighted

versions of S1 − S4 formulas are used. For example, TRPN
ð3Þ
S1;1:4:01P

¼ 2:55;TRPN
ð3Þ
S1;1:6:01P

¼
2:78; TRPN

ð3Þ
S1;4:7:03P

¼ 2:44, processes (e.g. TRPN
ð4Þ
S1;1:4P

¼ 2:64) and process areas (e.g.

TRPN
ð5Þ
S1;1P

¼ 2:56). However, we can use another method of aggregation: We calculated the

TRPNs of all maintenance processes by using unweighted S1 formula (geometric mean)

TRPN
ð3Þ
S1;MAINTENANCE ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2:55$2:78$2:443
p ¼ 2:59, common causes (e.g. TRPN

ð3Þ
O45C ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2:55$2:782
p ¼ 2:66) and common effects (e.g. TRPN

ð3Þ
S1;005EðHÞ ¼ 2:67).

In addition to the general view, the maximum values of TRPNs and risk factors were
calculated for failure modes, processes, process areas andmain processes.We obtained 6W1,

Method Risk aggregation protocol Warning system W1 W2 W3 Failure effects

FMEA ðfO; S;Dg; ;1;QÞ W2 n/a 0 n/a 0
Fuzzy FMEA fτðOÞ; τðSÞ; τðDÞ; 1;Qg W2 n/a 0 n/a 0
TREF ({O,S,D,C,I,R},1, S1) W1–W3 6 3 1 5
TREF ({O,S,D,C,I,R},W

ð0Þ
Q
, S1) W1–W3 6 0 1 5

TREF ({O,S,D,C,I,R},W
ð0Þ
Q

, S3) W1–W3 6 2 1 7

TREF ({O,S,D,C,I,R},W
ð0Þ
Q

, S4) W1–W3 6 3 1 5

Table III.
Comparison of risk
evaluation methods
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8 W2, 1 W3 warnings; thus, we had to specify at least 6þ 8þ 1 ¼ 15 corrective/preventive
actions.

This case study shows that the TREF is a flexible risk evaluation framework. First, the
same source of hazards caused risks in multiple management areas, such as automotive
customer, special environmental concerns and data handling of risky processes, and each
effect was evaluated by various criteria for the three domains. In addition, TREF can address
an arbitrary number of risk factors; we used 6þ 1 risk factors, namely, severity (S),
occurrence (O), detection (D), control (C), information (I) and range (R), with criticality asþ1.
Finally, different risk factors had different weights in the case of the three domains; for
example, “range” was the second-most important risk factor in the environment domain.

5.2.2 Comparison of applied risk evaluation methods. FMEA and fuzzy FMEA are special
cases of the proposed TREF, where only three (i.e. (O,S,D)) factors are considered
(see Table III). In the case of FMEA, the values are represented as determined by the risk
evaluation team, and for fuzzy FMEA, the input values weremodified for 5–5 linguistic terms
(described by the membership function: τ), which covers the factor range.

Both traditional FMEA and Fuzzy FMEA can be extended considering the importance of
the weights of factors. In Section 2, we noted that these weights can be obtained byAHP/ANP
or any pairwise comparison methods. All of these methods predict a failure mode if the
aggregated risk value is not lower than a threshold W2.

As presented in Section 2, themost frequently used aggregation function is the production
ðQÞ; however, other relevant aggregation (see, e.g. S1; S3; S4) functions can be used.

The proposed TREF does not require weights (see Row 3 in Table III), but thresholds for
all factors W1 and direct settings W3 can also be applied.

Figure 5 shows all quality-related risk effects on the quality domain of failure modes in
process 4.7.03P (see Figure 3). Figure 5 shows the setting thresholds for factors highlighting
four risk factors (occurrence, control, information and range) related to four failure effects
(015, 016, 020 and 021). TREF does not require the complete filling of risk factors: it allows an
arbitrary number of risk factors (see 017 and 018 failure effects).

Table III shows the detected warnings and predicted failure modes of the hierarchical
warning system.

FMEA and fuzzy-FMEAmethods only focus on aggregated values; therefore,W1 andW3
cannot be interpreted by these traditional methods. Nevertheless, if thresholds are already
specified for the first three factors, 1 W1 warning event can be detected, and therefore, 1
failure effect (016) can also be predicted by the traditional FMEA and fuzzy-FMEAmethods.
If the three extra factors are considered, five additionalW1 warning events can be detected.
Therefore, three more failure effects (015,020,021) can be predicted (see Figure 5). In addition,
based on expert decision, the criticality of effect 019 is set to 1. Therefore, one more warning
W3 is detected, and one more failure effect is specified.

The four applied aggregation functions have signaled eight warningsW2. Two warnings
and two additional failure effects (017,018) were detected by weighted median ðS3Þ, and three
warnings and three failure effects (016, 020 and 021) were denoted by the weighted radial
distance ðS4Þ and unweighted geometric mean ðS1Þ.

The six detectedW1 warnings indicated specific corrective/preventive actions to mitigate
the value of risk factors, while W2 and W3 warnings required general activities.

5.3 Advantages of the proposed framework
This empirical case study demonstrates the following advantages. The main benefit of the
proposed TREF is its flexibility, which enables different company demands to be considered.

First, the conventional RPN method used by traditional and fuzzy FMEA includes three
risk factors, that is, severity (S), occurrence (O) and detection (D). Using TREF, each effect can
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Figure 5.
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be evaluated through an arbitrary ðn≥ 2Þ number of risk factors, where the TRPN is
calculated by these factors. We used 6þ 1 risk factors in the case study, namely, severity (S),
occurrence (O), detection (D), control (C), information (I) and range (R), with criticality asþ1.
Flexibility is useful, as the traditional RPN, which is based only on occurrence (O), severity (S)
and detection (D) factors, cannot detect the critical range (R) within the effects (014E(Q),
051E(H) and 053E(H)) (see Figure 4 and Table BI). Additional flexibility in the TREF occurs
because it includes an extra risk factor (criticality) to allow the risk evaluation team to specify
corrective/preventive actions even if the TRPN is lower than the specified threshold. As

Figure 4 shows, despite average TRPNs (TRPN
ð2Þ
051E;H and TRPN

ð2Þ
053E;H) that are lower than

the specified threshold, 053E(H) is critical. This TREF property allows the risk evaluation
team to specify corrective/preventive actions for that case.

Second, failure effects were evaluated by three domains, that is, quality, environment and
health and safety. Each effect was evaluated by the different criteria of the three domains.
The case study also demonstrated that the three domains had different weights and the
different risk factors had different weights in the three domains. We expected that the
traditional three FMEA factors (S,O andD) were themost important; however, the rangewas
the second-most important risk factor in the environment domain.

Third, TREF allows for different levels of aggregation. Average TRPNs were calculated
for process levels, failure modes, common causes and common effects. By aggregating failure

effects, an average TRPN was calculated for the failure modes (e.g. TRPN
ð4Þ
1:4:01P), process

(e.g. TRPN
ð5Þ
1:4P) and process area levels (e.g. TRPN

ð6Þ
1P ). In addition, the proposed TREF allows

for another method of aggregation (i.e. horizontal aggregation). In that case, the TRPNs of all

maintenance processes (TRPN
ð3Þ
MAINTENANCE), common causes (e.g. TRPN

ð3Þ
O45C) and common

effects (e.g. TRPN
ð3Þ
005EðHÞ) were calculated. This property is useful as it allows for flexible

(i.e. hierarchical and horizontal) aggregation by TREF users. In addition to these advantages,
calculating the maximum values of TRPNs and maximum values of risk factors provides an
evaluation of the failure effects on the higher level of hierarchy.

Finally, the WS has signaled a number of warning events and failure effects.
Considering the three additional risk factors such as range, information, control, five
additional W1 warning events and three additional failure effects (015,020,021) were
denoted. Based on expert decision, additional warning W3 and failure effects (019) were
specified by the criticality factor. In addition, eight warnings W2 were signaled by the
aggregation functions. Depending on the aggregation function, two additional failure
effects (017,018) were predicted by the weighted median ðS3Þ, and three failure effects (016,
020 and 021) were denoted by the weighted radial distance ðS4Þ and unweighted geometric
mean ðS1Þ.

6. Conclusion
In this paper, we developed a flexible multi-level risk evaluation framework that is a crucial
step in the customization of risk evaluation. The innovative nature of the proposed TREF is
its flexible characteristic that helps to overcome the limitations of current risk evaluation
methods, which are static in nature. The proposed method overcomes this weakness using
flexible RAP and WS and an arbitrary number of risk factors. TREF allows a novel
multi-level, such as a hierarchical and horizontal aggregation. In the case of hierarchical
aggregation, TRPNs can be calculated at different levels, such as factor, domain, effect, mode,
process and organization. In the case of horizontal aggregation, the TRPN for all processes,
common causes and common effects can be calculated. Flexible use of RAP only works
together with a flexible WS. Warning events and failure effects can be signaled from each
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part of the TREF WS, such as W1, W2 and W3. Specific needs can be addressed locally by
specifying different thresholds and warning rules for different risk factors. In addition, we
conclude that traditional risk factors such as S,O andD are not sufficient for a comprehensive
risk evaluation. To overcome the limitation of current methods, TREF makes it possible to
evaluate each effect by means of an arbitrary number of ðn≥ 2Þ risk factors, including
criticality. This makes TREF unique compared to other risk evaluation methods. TREF
flexibly sets the number and importance of risk factors, which can be different by domain.
The proposed framework was examined by means of a case study of an electric motor
manufacturing company.

At the same time, TREF has a number of important managerial implications. By adapting
TREF, managers can use different and adequate factors, weights, aggregation functions and
warning rules at different levels that are adapted to the actual needs of the company. In this
way, the proposed framework helps users tomore comprehensively identify critical and risky
elements in a more tailor-made manner than existing risk evaluation methods. Thus, TREF
supports plant managers in designing a more appropriate risk management policy for the
company, which might result in lower losses or increased profits. However, in the course of
practical application, managers need to bear in mind the actual context of the company.

Future work in the following three directions is considered. First, the proposed framework
can only address the acyclic process graph. However, in real operations, elements may occur
that are reciprocally related to each other. Regardless, it would be interesting for future
studies to incorporate cyclic structures into the framework. The second limitation of the
present study is that the RAP works together with the WS. Future studies should try to
investigate when is it worthwhile to diverge the structure of RAP fromWS and consequently
determine the cases for which such divergence is appropriate and advantageous. Third, in
addition to the electric motormanufacturing company, in the future, more case studies should
be conducted to further verify and reinforce the reliability of the proposed framework.
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al
n
ot
ic
e)
or

m
in
or

d
am

ag
e
to

co
m
p
on
en
t
or

sy
st
em

,o
r
5–
10

00
0
C
H
F

co
st
s

E
as
ie
r
th
an

m
ed
iu
m

d
if
fi
cu
lt
y
to

d
et
ec
t,
90
–
95
%

R
eq
u
ir
es

lo
ca
l
fo
re
ca
st
,

fe
ed
-f
or
w
ar
d
co
n
tr
ol

T
h
e
fa
ilu

re
m
od
es

an
d

ef
fe
ct
s
ar
e
k
n
ow

n
,b
u
t

n
ot

al
l
th
e
in
fo
rm

at
io
n

ab
ou
t
th
e
ef
fe
ct
s
is
g
iv
en

in
ad
v
an
ce

an
d
al
so

ca
n
n
ot

b
e
ob
ta
in
ed

af
te
r

th
e
oc
cu
rr
en
ce

4
or

5
p
eo
p
le
ar
e
in
v
ol
v
ed

in
th
e
co
m
p
an
y
,o
r
4–

7
d
ay
s
is
th
e
co
rr
ec
ti
on

5
S
ev
er
al

ti
m
es

a
m
on
th

C
u
st
om

er
co
m
p
la
in
ts
or

10
–
10
0
00
0
C
H
F
co
st
s-

S
li
g
h
tl
y
h
ar
d
er

th
an

m
ed
iu
m

d
if
fi
cu
lt
y
to

d
et
ec
t,
80
–
90
%

H
ig
h
er
-l
ev
el
co
n
tr
ol
,

ea
si
ly
co
n
tr
ol
la
b
le
u
si
n
g

fe
ed
b
ac
k

T
h
e
fa
ilu

re
m
od
es

ar
e

k
n
ow

n
,b
u
t
n
ot

al
l
th
e

ef
fe
ct
s,
or

n
ot

al
l

in
fo
rm

at
io
n
ab
ou
t
th
e

ef
fe
ct
s
is
g
iv
en

in
ad
v
an
ce
,b
u
t
ca
n
b
e

ob
ta
in
ed

af
te
r
th
e

oc
cu
rr
en
ce

M
in
.6

p
eo
p
le
ar
e

in
v
ol
v
ed

in
th
e
co
m
p
an
y
,

7–
10

d
ay
s
is
th
e

co
rr
ec
ti
on

(c
on
ti
n
u
ed

)
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V
al
u
e

Q
u
al
it
y

O
cc
u
rr
en
ce

S
ev
er
it
y

D
et
ec
ti
on

C
on
tr
ol

In
fo
rm

at
io
n

R
an
g
e

6
O
n
ce

a
w
ee
k

H
ig
h
d
eg
re
e
of

cu
st
om

er
d
is
sa
ti
sf
ac
ti
on

or
10
0–
25
0

00
0
C
H
F
co
st
s

M
ed
iu
m

d
if
fi
cu
lt
y
to

d
et
ec
t,
70
–
80
%

R
eq
u
ir
es

fo
re
ca
st
fr
om

h
ig
h
er

le
v
el
,f
ee
d
-

fo
rw

ar
d
co
n
tr
ol

T
h
e
fa
il
u
re

m
od
es

ar
e

k
n
ow

n
,b
u
t
n
ot

al
l
th
e

ef
fe
ct
s,
or

n
ot

al
l

in
fo
rm

at
io
n
ab
ou
t
th
e

ef
fe
ct
s
is
g
iv
en

in
ad
v
an
ce
,a
n
d
ca
n
b
e
on
ly

es
ti
m
at
ed

af
te
r
th
e

oc
cu
rr
en
ce

Im
p
ac
t
on

th
e
to
ta
l

in
te
rn
al
op
er
at
io
n
of

th
e

co
m
p
an
y
b
u
t
ca
n
b
e

co
rr
ec
te
d
in
te
rn
al
ly

7
S
ev
er
al

ti
m
es

a
w
ee
k

H
ig
h
d
eg
re
e
of

cu
st
om

er
d
is
sa
ti
sf
ac
ti
on

or
25
0–
50
0

00
0
C
H
F
co
st
s-

H
ar
d
er

th
an

m
ed
iu
m

d
if
fi
cu
lt
y
to

d
et
ec
t,
50
–
70
%

R
eq
u
ir
es

fo
re
ca
st
fr
om

h
ig
h
er

le
v
el
,f
ee
d
-

fo
rw

ar
d
co
n
tr
ol
,b
u
t

on
ly

p
ar
ti
al
ly

ef
fe
ct
iv
e

F
ai
lu
re

m
od
es

ar
e
n
or

k
n
ow

n
fu
ll
y
an
d
ef
fe
ct
s

ca
n
b
e
es
ti
m
at
ed

on
ly

p
ar
tl
y

W
id
es
p
re
ad

in
v
ol
v
em

en
t

w
it
h
in

th
e
co
m
p
an
y
,o
n
e

b
u
si
n
es
s
p
ar
tn
er

is
in
v
ol
v
ed

8
O
n
ce

a
d
ay

C
u
st
om

er
lo
ss
,o
r
50
0–
75
0

00
0
C
H
F
co
st
s

D
if
fi
cu
lt
to

d
et
ec
t,
25
–
50
%

It
re
q
u
ir
es

th
e
u
se

of
m
u
lt
ip
le
co
n
tr
ol
to
ol
s
fo
r

m
u
lt
ip
le
le
v
el
s,
b
u
t
on
ly

p
ar
ti
al
ly

ef
fe
ct
iv
e

T
h
er
e
is
n
o
in
fo
rm

at
io
n

ab
ou
t
fa
ilu

re
m
od
es

an
d

ef
fe
ct
s
in

ad
v
an
ce
,b
u
t

ca
n
b
e
ob
ta
in
ed

af
te
r

oc
cu
rr
en
ce

W
id
es
p
re
ad

in
v
ol
v
em

en
t

w
it
h
in

th
e
co
m
p
an
y
,

m
or
e
b
u
si
n
es
s
p
ar
tn
er
s

ar
e
in
v
ol
v
ed

9
S
ev
er
al

ti
m
es

a
d
ay

V
io
la
ti
on

of
la
w
,o
r
15
0–

1,
00
0,
00
0
C
H
F
co
st
s-

V
er
y
d
if
fi
cu
lt
to

d
et
ec
t,
le
ss

th
an

25
%

T
h
er
e
is
n
o
in
fl
u
en
ce
,

n
ot

co
n
tr
ol
la
b
le

T
h
er
e
is
n
o
in
fo
rm

at
io
n

ab
ou
t
fa
ilu

re
m
od
es

an
d

ef
fe
ct
s
in

ad
v
an
ce
,a
n
d

th
ey

ca
n
b
e
ob
ta
in
ed

af
te
r
oc
cu
rr
en
ce

on
ly

in
p
ar
t.

W
id
es
p
re
ad

in
v
ol
v
em

en
t

am
on
g
th
e
b
u
si
n
es
s

p
ar
tn
er
s,
so
ci
al

en
v
ir
on
m
en
t
an
d
in
si
d
e

th
e
co
m
p
an
y

10
P
er

sh
if
t

H
u
m
an

in
ju
ry

or
th
e
co
st

of
m
or
e
th
an

C
H
F
1

m
il
li
on

A
lm

os
t

im
p
os
si
b
le
to

d
et
ec
t,
cl
os
e
to

0%

T
h
er
e
is
n
o
in
fl
u
en
ce
,

g
oi
n
g
to

u
n
fa
v
or
ab
le

d
ir
ec
ti
on

T
h
er
e
is
n
o
an
d
ca
n
n
ot

b
e
ob
ta
in
ed

in
fo
rm

at
io
n

ab
ou
t
fa
ilu

re
m
od
es

an
d

ef
fe
ct
s

W
id
es
p
re
ad

in
v
ol
v
em

en
t

am
on
g
th
e
b
u
si
n
es
s

p
ar
tn
er
s,
so
ci
al

en
v
ir
on
m
en
t
an
d
in
si
d
e

th
e
co
m
p
an
y
,l
ar
g
e

p
u
b
li
ci
ty
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Appendix B

Value
Environment
Occurrence Severity Detection Control Information Range

1 It is almost
impossible

No effect: the
effect is
unverifiable,
change is not
sensible

Sense perception
is directly and
immediately
possible by
anyone, at any
time of the day

It does not
require any
regulation,
spontaneously
regularized

No
information is
required

Nobody is
involved

2 Annually Neutral: the
effect is
verifiable, but
the caused
change is not
sensible

Sense perception
is directly and
immediately
possible by
anyone, but only
in smooth
atmospheric/
optical/noise
conditions (e.g.
only in daytime)

Open-loop
(nonfeedback)
control is
enough

All the
information is
available to
know the
failure modes
and effects

Max. 1 person is
involved in the
factory, max.
1 day is the
correction

3 Quarterly Tolerable:
unwanted
changes can be
detected, but
they do not affect
any essential
features of the
given unit

Especially
difficult to detect
sensory, even in
daytime, under
optimal conditions

Only local
control, easily
controllable
using feedback

The failure
modes and
effects are
known, but not
all the
information
about effects
given in
advance, but
can be
acquired after
the occurrence

2 or 3 people are
involved in the
factory, or 4–
5 days is the
correction

4 Once a
month

Acceptable as
tolerated status:
unwanted
changes can be
detected, they do
affect more
essential features
of the given unit

Sense perception
is possible only
using tool (e.g.
light, the use of
contrast agents,
the use of
indicators, etc.)

requires local
forecast, feed-
forward control

The failure
modes and
effects are
known, but not
all the
information
about the
effects is given
in advance and
also cannot be
obtained after
the occurrence

4 or 5 people are
involved in the
company, or 4–
7 days is the
correction

5 Several
times a
month

Annoying:
functions are
sustainable, but
conditions are
deteriorating

Sense perception
is not possible;
however, the
change is
demonstrable
mathematically
(calculation,
inventory, mass
balance, etc.)

Higher-level
control, easily
controllable
using feedback

The failure
modes are
known, but not
all the effects,
or not all
information
about the
effects is given
in advance,
but can be
obtained after
the occurrence

Min. 6 people are
involved in the
company, 7-
10 days is the
correction

(continued )
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Value
Environment
Occurrence Severity Detection Control Information Range

6 Once a
week

Little problem:
the
irreversibility
described above
exists; however,
the change is not
over limit or
qualification
barrier, or the
change is over
limit, but the
effect is
reversible
without any
corrective action

Immediately can
be detected by
instruments in
own ownership
and use

Requires
forecast from
higher level,
feed-forward
control

The failure
modes are
known, but not
all the effects,
or not all
information
about the
effects is given
in advance,
and can be
only estimated
after the
occurrence

Impact on the
total internal
operation of the
company but can
be corrected
internally

7 Several
times a
week

Problem:
irreversibility
exists, the
change is over
one limit or
qualification
barrier, the effect
is reversible
without any
corrective action

Immediately can
be detected by
instruments from
external source

Requires
forecast from
higher level,
feed-forward
control, but only
partially
effective

Failure modes
are nor known
folly and
effects can be
estimated only
partly

Widespread
involvement
within the
company, one
business partner
is involved

8 Once a day Restrictive: the
change is over
each limit,
regulation and so
on, as a
consequence the
unit gets into
lower quality
class, but the
change is
reversible

Not all parameters
can be detected
using in-situ
procedure

It requires the
use of multiple
control tools for
multiple levels,
but only
partially
effective

There is no
information
about failure
modes and
effects in
advance, but
can be
obtained after
occurrence

Widespread
involvement
within the
company, more
business partners
are involved,
environmental
damage in max.
50 m radius

9 Several
times a day

Harmful: the
change is over
each limit,
regulation and so
on, as a
consequence the
unit gets into
lower quality
class, the change
is irreversible

Can be detected
only based on
sampling, in
laboratory
conditions

There is no
influence, not
controllable

There is no
information
about failure
modes and
effects in
advance, and
they can be
obtained after
occurrence
only in part

Widespread
involvement
among the
business
partners, social
environment and
inside the
company,
environmental
damage in
50200 m radius

10 Per shift Terminating: the
unit or the whole
system ceases to
exist or loses
determinating
features

Instrumental
analytical tests
cannot detect (or
close to error
limit), at most
generation
changes can be
detected

There is no
influence, going
to unfavorable
direction

There is no
and cannot be
obtained
information
about failure
modes and
effects

Widespread
involvement
among the
business
partners, social
environment and
inside the
company, large
publicity,
environmental
damage is in over
200 m radius Table AII.
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Value

Health and
safety
Occurrence Severity Detection Control Information Range

1 It is almost
impossible

There is no
harm

Always,
100%

It does not
require any
regulation,
spontaneously
regularized

No information
is required

Nobody is
involved

2 Annually Not serious
work accident,
the duration of
incapacity to
work is not
more than
3 days

Very easy
to detect,
98–100%

Open-loop
(nonfeedback)
control is
enough

All the
information is
available to
know the
failure modes
and effects

Max. 1 person
is involved in
the factory,
max. 1 day is
the correction

3 Quarterly Not serious
work accident,
the period of
incapacity
more than
3 days

Easy to
detect, 95–
98%

Only local
control, easily
controllable
using feedback

The failure
modes and
effects are
known, but not
all the
information
about effects
given in
advance, but
can be acquired
after the
occurrence

2 or 3 people
are involved in
the factory, or
4–5 days is the
correction

4 Once a
month

Work accident
causing no
serious
truncation

Easier than
medium
difficulty to
detect, 90–
95%

Requires local
forecast, feed-
forward control

The failure
modes and
effects are
known, but not
all the
information
about the
effects is given
in advance and
also cannot be
obtained after
the occurrence

4 or 5 people
are involved in
the company,
or 4–7 days is
the correction

5 Several
times a
month

Serious work
accident with
truncation

Slightly
harder than
medium
difficulty to
detect, 80–
90%

Higher-level
control, easily
controllable
using feedback

The failure
modes are
known, but not
all the effects,
or not all
information
about the
effects is given
in advance, but
can be obtained
after the
occurrence

Min. 6 people
are involved in
the company,
7–10 days is
the correction

(continued )
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Value

Health and
safety
Occurrence Severity Detection Control Information Range

6 Once a
week

Permanent
damage,
causing the
loss
independent
living ability

Medium
difficulty to
detect, 70–
80%

Requires
forecast from
higher level,
feed-forward
control

The failure
modes are
known, but not
all the effects,
or not all
information
about the
effects is given
in advance, and
can be only
estimated after
the occurrence

Impact on the
total internal
operation of
the company
but can be
corrected
internally

7 Several
times a
week

The loss or
significant
damage of
sensory organ
(or sense),
reproductive
capacity

Harder
than
medium
difficulty to
detect, 50–
70%

Requires
forecast from
higher level,
feed-forward
control, but only
partially
effective

Failure modes
are nor known
fully and
effects can be
estimated only
partly

Widespread
involvement
within the
company, one
business
partner is
involved

8 Once a day Work accident
causing the
loss of
speaking skill,
striking
distortion,
paralysis,
mental
disorder

Difficult to
detect, 25–
50%

It requires the
use of multiple
control tools for
multiple levels,
but only
partially
effective

There is no
information
about failure
modes and
effects in
advance, but
can be obtained
after
occurrence

Widespread
involvement
within the
company,
more business
partners are
involved

9 Several
times a day

Life-
threatening
injury,
damage based
on medical
opinion

Very
difficult to
detect, less
than 25%

There is no
influence, not
controllable

There is no
information
about failure
modes and
effects in
advance, and
they can be
obtained after
occurrence
only in part.

Widespread
involvement
among the
business
partners,
social
environment
and inside the
company

10 Per shift Fatal work
accidents
(injury, fetus,
newborn)

Almost
impossible
to detect,
close to 0%

There is no
influence, going
to unfavorable
direction

There is no and
cannot be
obtained
information
about failure
modes and
effects.

Widespread
involvement
among the
business
partners,
social
environment
and inside the
company,
large publicity Table AIII.
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Table BI.
Calculation of TRPNs
for effects 014E(Q)
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