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Abstract

Purpose – Service robotics, a branch of robotics that entails the development of robots able to assist humans in
their environment, is of growing interest in the hospitality industry. Designing effective autonomous service
robots, however, requires an understanding of Human–Robot Interaction (HRI), a relatively young discipline
dedicated to understanding, designing, and evaluating robotic systems for use by or with humans. HRI has not
yet received sufficient attention in hospitality robotic design, much like Human–Computer Interaction (HCI) in
property management system design in the 1980s. This article proposes a set of introductory HRI guidelines
with implementation standards for autonomous hospitality service robots.
Design/methodology/approach – A set of key user-centered HRI guidelines for hospitality service robots
were extracted from 52 research articles. These are organized into service performance categories to provide
more context for their application in hospitality settings.
Findings – Based on an extensive literature review, this article presents some HRI guidelines that may drive
higher levels of acceptance of service robots in customer-facing situations. Derivingmeaningful HRI guidelines
requires an understanding of how customers evaluate service interactions with humans in hospitality settings
and to what degree those will differ with service robots.
Originality/value – Robots are challenging assumptions on how hospitality businesses operate. They are
being increasingly deployed by hotels and restaurants to boost productivity and maintain service levels.
Effective HRI guidelines incorporate user requirements and expectations in the design specifications.
Compilation of such information for designers of hospitality service robotswill offer a clearer roadmap for them
to follow.
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Introduction
The rapidly evolving world of technology has manifested itself in innumerable ways.
Perhaps the most profound is the way in which humans interact with robots, non-carbon life
forms that are capable of performing a range of tasks with varying levels of complexity. The
2013 U.S. Robotics Roadmap, authored by more than 150 researchers, predicts that robotics
could be as transformative as the internet. Robots are challenging assumptions on how
hospitality businesses operate. They are being increasingly deployed by hotels and
restaurants to boost productivity andmaintain service levels. Consequently, service robotics,
a branch of robotics that entails the development of robots able to assist humans in their
environment, is of growing interest in the hospitality industry. Designing effective
autonomous service robots, however, requires an understanding of Human–Robot
Interaction (HRI), a relatively young discipline dedicated to understanding, designing, and
evaluating robotic systems for use by or with humans. HRI has not yet received sufficient
attention in hospitality robotic design, much like Human–Computer Interaction (HCI) in
property management system design in the 1980s. This article proposes a set of introductory
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HRI guidelines with implementation standards for autonomous hospitality service robots
based on an extensive literature review. These are organized into service performance
categories to provide more context for their application in hospitality settings.

Background information
Robots from industrial to human spaces
Robots can be broadly categorized as industrial or service robots. Industrial robots are used
in the manufacturing and production of goods. The first industrial robot, invented in 1954
and later sold to General Motors in 1961, was used for a singular task: lifting pieces of metal
from die casting machines. The first hospitality-related service robot, named Sepulka, was a
tour guide at the Polytechnic Museum in Moscow, Russia. It was put into service in 1963 and
showed visitors around themuseum for over five decades. The International Organization for
Standardization (ISO 8373) defines a “service robot” as a robot “that performs useful tasks for
humans or equipment excluding industrial automation applications.”According to ISO 8373,
service robots require a degree of autonomy or the ability to perform intended tasks based on
external sensors, without human intervention. For service robots this ranges from partial
autonomy, including human robot interaction, to full autonomy, without active human robot
intervention. Joseph Engleberger, the developer of the first industrial robot in the United
States, predicted that service robots would one day become the largest class of robot
applications, outnumbering the industrial uses by several times (Engleberger, 1989). This
reality is on the horizon due to technological advancements in service robotics enabling
robots to move from predictable environments (e.g. manufacturing) into customer-
facing roles.

Amajor difference between industrial and service robots is the environment inwhich they
operate. Industrial robots are typically deployed in highly structured and well-contained
environments. Employees receive special training on how to interact with the robots for
accomplishing preprogrammed and narrow tasks. However, for service robots this is not
typically possible. Their tasks are often carried out in ever-changing environments (e.g.
delivering luggage to a particular room), requiring navigational capabilities for maneuvering
through populated and sometimes constricted areas (e.g. hotel elevator). They often interact
with people to carry out their tasks (e.g. taking a food order or answering a question),
requiring varying levels of capability and artificial intelligence (AI).

Travelzoo (2016), a global media commerce company, published a study on the acceptance
of robots working in the travel industry based a survey of 6,211 travelers in Brazil, Canada,
China, France, Germany, Japan, Spain, the United Kingdom, and the United States. Almost
two-thirds of respondents were comfortable with the use of robots in the travel industry. Less
than half of the French and German respondents were at ease with robotic hospitality. The
vast majority of respondents felt that robots respondents were superior to humans in
efficiency, data retention, recall, data handling, and language capabilities but inferior in
personalized interactions. Another key finding from this study is that consumers presently
see the combination of robots and humans working in tandem in customer-facing roles as the
ideal solution.

Service robot attributes and capabilities
Service robot AI entails cognitive and affective computing. The required range of robotic
cognitive and affective skills or attributes is dependent on the robotic design and the task
complexity and environment. Cognitive computing enables robots to mimic the way the
human brain works. It involves machine learning, reasoning, natural language processing,
speech and object recognition, and human–computer interaction (Kelly, 2015). According to
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Trevelyan (1999), robots needmore than cognitive intelligence to interact with humans. They
must also possess social and emotional skills.

Affective computing, an interdisciplinary field spanning computer science, psychology,
and cognitive science, enables robots to recognize, interpret, process, and simulate human
emotions and interact with humans in a socially acceptable and empathetic manner (Tao
and Tieniu, 2005). In other words, they can be programmed to be emotionally intelligent,
which is of particular importance in handling complex customer service interactions (e.g.
handling an upset customer). However, this capability is in the early stages of development
(Picard, 2007).

Parnas (2017) maintains that the application of AI methods can result in untrustworthy
systems. The trust and confidence (assurance) that customers have in a business is of
paramount confidence. Everything about a business has to be trustworthy, including the
procedures and systems (Collins, 2016). Hospitality service interactions (e.g. handling a
customer complaint) are drivenby service quality standards (e.g. reliability and responsiveness)
or rules-based actions. AI is sometimes described as heuristic programming. Heuristics are
typically simple, efficient rules for making decisions and solving problems. Parnas states that
heuristics can be safely used by an application if there is more than one acceptable solution to
select from.For example,more than one resolution optionmaybe required to calmandsatisfy an
upset customer, which may require the intervention of a supervisor (another option) if none of
the robot’s resolution options are acceptable.

An intelligent service robot’s model of the world is created though its programming and
senses. Its purpose is defined by human-created algorithms, which may generate subgoals
depending on the situation (Kuipers, 2018). Performance requirements for a service robot
depend on the number and types of steps in a particular service process. A given service
process specifies the service request elements (e.g. guest requests a snack to be delivered to
Room X at Y time of day), the sequence of required actions and applicable service standards
(e.g. requested snack is loaded into the robot’s storage bin and delivered to room X within Z
minutes), the service-interaction execution (e.g. guest is notified of delivery and retrieves the
snack from the robot’s secure storage bin ), and the service evaluation methodology (e.g. the
guest accepts the snack and then rates the experience via the robot touchscreen). Menial tasks
do not require much robot reasoning or HRI unless there is a service failure (Rodriguez-
Lizundia et al., 2015). For example, if the guest rejects the snack, the service robot must then
respond appropriately and identify a remedy that satisfies the guest.

The first emotionally intelligent robot, namedPepper,was unveiled bySoftbankRobotics in
2014. This autonomous robot is capable of interpreting facial expressions, tone of voice, and
body movements and then responding accordingly (e.g. comforting you when you are sad). It
also can recognize people by their voices and faces and is equipped with hand sensors for
playing games and social interaction. Pepper is being used by businesses in Europe, Asia, and
North America. For example, Soci�et�e Nationale des Chemins de Fer (SNCF), France’s official
railway operator, has deployed Pepper in three stations for providing customers with
information on trains and the surrounding areas, entertaining customers (dances and games)
while they wait, and recording customer satisfaction with train services. In Asia, Pizza Hut is
using Pepper for greeting and interacting with customers, taking and placing food orders, and
settling checks. Costa Cruise Lines uses Pepper for assisting passengers and is trilingual in
English, German, and Italian. Pepper is known as a technical ambassador at the Mandarin
Oriental Hotel in Las Vegas, Nevada, providing answers to property-specific questions, giving
directions, telling stories, and posing for selfies.

Pepper is a human-like robot or humanoid. Humanoid robots that are built to
aesthetically resemble humans are called androids. Japan’s Hotel Henn na (which means
weird in Japanese) has a female android interacting with guests as she checks them in and
out. Research has shown that for people to relate to robots, their outward appearance must
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be human-like and aesthetically pleasing (Schermerhorn and Scheutz, 2011). However, the
noted Japanese roboticist Masahiro Mori introduced a theory, known as the Uncanny
Valley, which predicts robots with appearances almost, but not exactly, like real human
beings elicit uncanny, or strangely familiar, feelings of eeriness and repulsion in observers
if their behaviors are not human enough. Mori recommends avoiding this valley by
building robots that do not resemble people too much, but are still human-like in behavior
(Mori, 1970). This raises important questions regarding the level of robotic humanization
required for various types of service interactions with hospitality customers.
Nieuwenhuisen et al. (2010) maintain that the multimodal communication (e.g. speech,
facial expressions, gestures, and body language) capabilities of a service robot are the key
to successful interactions with human users.

Need for HRI design
Robots are evolving quickly, and so is the need for HRI design, especially as robots are
challenged to undertake more sophisticated tasks in a variety of environments (Burke et al.,
2004). Even two robots based on the same technology can be experienced in different ways by
users depending on the type of interaction systemdeployed (Kim et al., 2011). Robots that appear
too human may not be ideal for social interaction. Various physical and behavioral design
factors need to be carefully addressed, such as the size and eyes. A robot that is too large may
overwhelm a customer. If it is too small, it may be ignored. Eye contact and gaze need to be right
to emotionally connect with customers and draw them into conversations. Robots must be able
to move and act in safe, understandable, and appropriate ways, taking into account social rules
like proxemics or the amount of space that people feel it necessary to set between themselves and
others (Beer et al., 2011). HRI design not based on physical and social models humans expect
hinders acceptance of robots (Breaszeal, 2003; Kanda et al., 2008). These are examples of some of
the challenges that need to be translated into clear and meaningful HRI design guidelines for
improving human-robot interactions and acceptance during hospitality service encounters.

The user interface (UI) design for robots (HRI) is similar and different from HCI. The
Special Interest Group on Computer–Human Interaction (SIGCHI) of the Association of
Computer Machinery (ACM) defines HCI as the discipline concerned with the design,
evaluation and implementation of interactive computing systems for human use, andwith the
study of major phenomena surrounding them. Yanco and Drury (2002) view HRI as a subset
of HCI because robots are interactive computing systems designed to benefit humans. Scholtz
(2003) maintains that HRI differs from HCI because it concerns complex, dynamic systems
that exhibit autonomy and cognition and physically operate in changing, real-world
environments. Differences also occur in the types and nature of interactions or interaction
roles. For example, hotel robots delivering items to rooms (e.g. towels) need to interact with
employees providing the delivery items and instructions, with guests receiving the items, and
with people blocking delivery paths. Each of these interactions has different tasks and hence,
different situational roles and awareness needs.

Molich and Nielsen (1990) maintain that any system designed for people should be easy to
interact with, effective, and pleasant to use. Ideally, a human-machine interface should be
transparent to the user, requiring little or no cognitive effort (Rodriguez-Lizundia et al., 2015).
Having a set of UI design guidelines and recommendations for how user inputs and
interactionmechanismswork in particular environments, identifies likely UI problems before
robotic products have gone into production. The cost of early interface changes is 25 percent
less than that of late changes (Mantei and Teorey, 1988). UI design guidelines can also be
translated into criteria or questions for evaluating usability (e.g. task easiness, intuitiveness,
and efficiency) and user experiences (e.g. task meaningfulness and value and user
perceptions and emotional connections).
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The article proposes a set of introductory HRI guidelines with implementation
standards for autonomous hospitality service robots with varying functions, social
capabilities, and appearances. These were based on an extensive literature review that
addressed human-centered rather than robot-centered HRI design. Robot-centered design
addresses how robots recognize, understand, and react effectively in their given
environment in order to interact well with humans from the perspectives of robot
engineers. In contrast, human-centered design addresses the responses, requirements, and
understandings or perceptions of robot users. It is concerned with how robots can fulfill
their tasks in a way that is acceptable and comfortable to customers (Dautenhahn, 2007).
However, ideal HRI implementation standards for particular robotic applications may be
difficult to achieve for heterogeneous customer populations (e.g. auditory requirements for
older users vs younger users) (https://www.interaction-design.org/literature/topics/design-
guidelines).

Methodology
Studies were collected and reviewed on HRI guidelines and implementation standards
specific to autonomous service robots, especially those deployed in hospitality settings.
Searches were performed on three online bibliographic databases: ACM’s digital library,
IEEE’s Xplore digital library, and Elsevier’s ScienceDirect. These databases were queried
using general keys keywords, such as service robots, service robot UI, HRI design guidelines,
HRI usability, HRI UI guidelines, affective robots, robot aesthetics, robot functionality, social
robots, hotel robots, and restaurant robots.

After abstract inspection and duplicate inspection, 125 articles were read. Articles that
did not address user-centered HRI guidelines and implementation standards were
excluded. The resulting 89 articles with overlapping HRI guidelines and implementation
standards were reduced to 52 articles, fromwhich a set of key user-centered HRI guidelines
with support research and implementation standards for hospitality service robots were
extracted.

Deriving meaningful HRI guidelines requires an understanding of how customers
evaluate service interactions with humans in hospitality settings and to what degree those
will differ with service robots. According to Shechtman and Horowitz (2003), creating
effective social technologies requires designers to have an understanding of human-
human interactions. Designers must pay attention to not only the social cues that robots
emit but also to the information people use to create mental models of a robot (Lee et al.,
2005). Social psychological research suggests that customers to some extent will judge
service robot performances based on their mental models or expectations of human
performances (Bargh et al., 1996; Breazeal, 2003). After extensive research, Zeithaml et al.
(1991) found five variables customers use when evaluating service performance or quality:
reliability, responsiveness, empathy, assurance, and tangibles (see Table I). These were
used for organizing the HRI guidelines to provide more context for how they apply in
hospitality settings. The proposed set of HRI guidelines points to the original source for
each guideline.

Of the service performance variables denoted in Table I research studies have shown that
reliability is the most important determinant of the perception of service quality among U.S.
customers. It addresses how customers judge the service outcome or the delivered service,
whereas responsiveness, empathy, assurance, and tangibles address how customers judge
the service process or the service being delivered (Zeithaml et al., 1990).

Customers use their sensory desktops (vision, sound, touch, etc.) to evaluate hospitality
experiences. They combine to produce a customer’s perceptual experience of his or her
surroundings. Consequently, it is important to understand how customers take in
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hospitality encounters with service robots via their sensory desktops when developing
HRI guidelines. Service robots in hospitality environments can vary greatly in form and
function.

HRI guidelines with implementation standards
The guidelines are numbered sequentially for each service performance variable to permit
convenient referencing. Each guideline is stated as a single sentence. A stated guideline is
illuminated with one or more research findings and implementation standard considerations
for hospitality environments. Depending on the task and its complexity, a particular HRI
guideline may not be applicable. In some instances, guidelines are specifically related to one
another because of the underlying robotic technologies involved.Much of the research cited is
based on experimental studies.

X1: reliability

(1) Guideline: Service tasks are accomplished with designed autonomy (effectiveness)
and within the required time frames (efficiency) (Steinfeld et al., 2006).

Research: A critical construct related to HRI is autonomy or the ability for service
robots to operate in hospitality environments without any form of external control for
extended periods of time (Beer et al., 2014). Autonomy addresses the number of
changes that service robots must detect (perceiving environment complexity) and
adapt to (making appropriate decisions) for completing tasks. As service robot
autonomy increases so does the level of HRI sophistication or the richness of its
interactions with customers (Thrun, 2004). If service robots are designed to be fully
autonomous but require human intervention 20 percent of the time to successfully
complete tasks, they are only 80 percent effective and will be judged accordingly by
customers. If a service robot completes a task (e.g. a snack is delivered to room X in
30 min that should have been completed in 15 min), it is only 50 percent efficient and

Variable Definition

X1: Reliability Performing promised service dependably and accurately. This addresses what is
necessary for service robots to successfully complete service tasks according to
specifications communicated to customers

X2: Responsiveness Assisting customers promptly. This addresses what is necessary for service robots to
engage in reciprocal interactions and to appropriately respond to customer requests,
questions, complaints, and problems in a timely manner. This requires communicating
with customers in language they can understand (informational responsiveness) and
listening to them

X3: Empathy Providing caring, individualized attention to customers. This addresses emotional and
social intelligence or what is necessary for service robots to interpret and appropriately
respond to customer emotional states (emotional responsiveness) and to establish a
sense of connectedness with them

X4: Assurance Establishing credibility and trust with customers. This addresses robot safety (e.g.
navigation, spatial intelligence, and no physical harm) and customer confidence in robot
decision-making capabilities and competence (knowledge and skills) in performing
services

X5: Tangibles Ensuring that the appearances of service providers are well-received by customers.
This addresses a service robot’s external features (e.g. size, shape, material, and sound),
which are first seen, heard, and felt through the user’s five senses, and how they impact
service interactions

Table I.
Service performance
variables or categories
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will be judged accordingly by customers (Steinfeld et al., 2006). Time to task
completion is a critical reliabilitymetric in the hospitality industry. In order to achieve
the optimal effectiveness in interactions, measures (e.g. help and feedback
mechanisms) for informing the customer on how to interact efficiently with the
service robot may be needed.

Implementation standard: With the assistance of hospitality professionals,
develop hospitality-specific standard operating procedures and metrics for each
robotic task. Standard operating procedures specify the (Collins, 2016):

� The standard (e.g. guest in room X receives requested item within Y minutes).

� How the standard is met (e.g. service robot notifies guest via phone call when it
arrives to room X with requested item and enables the guest to retrieve the
requested item once it senses that the guestroom door is opened).

� The necessary robotic functionality to implement the service standard (e.g.
service robot is equipped with the appropriate sensors, control and navigational
systems, and electric propulsion and speed – 1.5 mph) to deliver the requested
item to room X within the time frame communicated to the guest.

� What corrective should be taken when the standard is not met (e.g. service robot
notifies a hotel employee to call the guest, apologizes for delivering the incorrect
requested item, and informs the guest that a hotel employee will be calling within
X minutes to correct the problem).

(2) Guideline: Communication is initiated when the service robot detects the presence of a
customer (Rodriguez-Lizundia et al., 2015).

Research: Service robots greeting customers when expected to do so causes
engagement rather than rejection (Satake et al., 2009).

Implementation standard: Marriott International has a 15/5 customer-contact rule.
When customers come within 15 feet of service robots, they acknowledge their
presence with eye contact or some other gesture. Service robots provide verbal
greetings when customers are within 5 feet.

(3) Guideline: The service robot’s interaction with a customer, in terms of length and
dialogue, is appropriate for the given task (Scheutz et al., 2011).

Research: More research is needed on human receptivity to different task-based
dialogues with service robots and the constraints they impose at any given point
during the exchange (Scheutz et al., 2011). The service interaction needs scripting
beginning with the greeting through the closing dialogue. Do not keep customers
guessing about what the next step is in the interaction (Shneiderman, 1998). The ideal
interaction time, the difference between the service robot’s first verbal contact with
the customer and the end of the dialog, will vary by task. Interaction time is an
essential metric for human-robot interaction efficiency (Beaudouin-Lafon, 2004).
Finally, conversations need to be at acceptable human interaction rates (Fong et al.,
2003).

Implementation standard: Service robots use customer names in greetings
whenever possible and phrases that yield closure to dialogues, such as: “It is my
pleasure to be of service.” People appreciate having their names used by service
robots (Kanda and Ishiguro, 2013). For most hospitality tasks, short interaction times
are preferred. For example, the target interaction time for checking a guest in might
be three minutes. Service robot speech rates should mirror those of customers, which
vary between 110 and 150 words per minute.
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X2: responsiveness

(1) Guideline: The service robot promptly responds to customer requests and needs,
providing them with the required service and information to achieve their goals
(Stock and Merkle, 2017).

Research: Responsiveness has a significant impact on both customer satisfaction
(fast response) and dissatisfaction (slow response) (Athanassopoulos, 2000). Quick
responses communicate to customers that they are important. An appropriate
response requires service robots to listen attentively to requests or problems. Service
robotsmay need to ask additional questions to fully understand customer inquiries or
issues: who? what? when? where? and how? Customers will stop interacting with
service robots if they do not get helpful information (informativeness) or the expected
responses (Stock and Merkel, 2017; SatakeKanda et al., 2009). Furthermore, service
robots that interrupt conversations in progress will more than likely decrease the
level of comfort and discourage customers from interacting with them (Rodriguez-
Lizundia et al., 2015). Ideally, service robots providing customer-intensive services
should handle common requests and complaints without any human assistance. First
contact resolutions are an important customer satisfaction factor. Research shows
that 95 percent of complaining customers will return if the complaint is resolved on
the spot (Collins, 2016).

Implementation: Establish service robot reaction times to common queries and
activities of customers (e.g. room service robot answers phone within three rings,
food service robot checks on table three minutes after food is delivered, etc. ).
Service robots should restate customer questions to assure confirmation. Build
domain- or task-specific knowledge databases that enable service robots to easily
analyze inquiries and generate appropriate responses and actions. This task
increases in complexity for multifaceted jobs (e.g. front desk agent), especially if
they require problem solving and complaint handling skills. Evaluate service robot
responsiveness by tracking the average problem resolution times and by
calculating the first contact resolution ratio or the number of issues resolved
through a single response divided by the number that required more responses.

(2) Guideline: The service robot provides understandable and relevant information
(Molich and Nielsen, 1990).

Research: The development of neural networks architectures has made it possible
to build dialogue systems for enabling understandable conversations between
humans and service robots. Cruz-Sandoval et al. (2017) recommend the creation of a
conversational corpus, a collection of spoken material in machine-readable form,
based on human-robot conversations rather than human-human conversations. They
maintain that significant differences exist between these two conversational
modalities in terms of used language and other aspects (e.g. humanlikeness,
embodiment, etc.), potentially affecting the quality of the responses from a
conversational robot. Service robot dialogues should be expressed in words,
phrases, and concepts familiar to customers and communicated in digestible chunks
to prevent customer memory overload and confusion (Molich and Nielsen, 1990).

Implementation: Service robots use vocabulary of the task domain, void of
hospitality jargon or technical terms, and handle contextual responses, such as
inquiries about same-day jet ski rentals. Communication errors are tracked and used
to update the natural language database, which consists of a standardized list of
words (e.g. occupied), phrases (e.g. all-inclusive hotel), and sentences (e.g. Do you have
a reservation?) applicable to the service robot’s job role (e.g. food server), tasks (e.g.
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order taking delivery of food to tables, check settlement, etc.) and work environment
(e.g. casual dining restaurant).

X3: empathy

(1) Guideline. The service robot senses the emotions and behaviors of customers to
appropriately acknowledge their feelings and intentions verbally (Fong et al., 2003).

Research: Service robots’ ability to act according to social norms, even for simple
utilitarian ones, can become critical for their long-term acceptance (Sung et al.,
2010). In order to not violate interaction norms in service encounters, service robots
must possess some level of cognitive empathy, the extent to which customer’s
thoughts and feelings are accurately perceived and understood (Hodges and
Myers, 2007). Masuyama et al. (2018) maintain that this requires service robots to
recognize basic customer emotions (e.g. happiness, sadness, anger, disgust, and
fear) expressed through their words, tone of voice, and body language. Customer
characteristics, such as gender and age, are intervening variables in a service
robot’s assessment of the interplay of customer emotions and intentions (Ihasz and
Kryssanov, 2018). For example, if a child requests three candy bars, the service
robot should recognize that this is a child and say something like, “Great treat but
let’s first check with your parents.” The appropriate use of empathy by service
robots can alleviate negative emotional states, such as frustration (Klein et al.,
2002). However, it is important to note that short-term interactions may only
require service robots to be superficially socially or empathetically competent
(Fong et al., 2003).

Implementation: Service robots use empathetic phrases when responding to
troubled and upset customers, such as:

� I apologize but. . .

� I understand. . .

� I know how you feel. . .

� That must be frustrating. . .

� I’m sorry. . .

� I can appreciate. . .

Service robots mirror the communication styles of customers by using their words.
To the visual say: “I see what you mean.” To the auditory say: “I hear what you say.”
To the feeling say: “I feel the sameway.”They are programmed to recognize common
subtle clues that are prevalent in particular services environments or interactions,
such as a restaurant customer glancing at a watch, a slumped over hotel guest, or a
complaining customer with poor eye contact.

(2) Guideline. The service robot uses nonverbal actions to build rapport and interactive
understanding with customers (Hellstrom and Bensch, 2018).

Research: As service robots become increasingly autonomous and complex, non-
speech modalities will be required to support customers’ understanding of the them
(Hellstrom and Bensch, 2018). This entails vocal elements, eye contact, facial
expressions, gestures, and proximity to customers:

� Vocal elements. The dimensions of robotic speech (volume, pitch, and rhythm) or
expressive utterances help service robots convey cognitive empathy and its
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affective state (Fong et al., 2003; Breazeal and Scassellati, 2002). From service
robot voice patterns, customers will make judgments about their attitudes toward
them, affecting the quality of service interactions. Not much research in the field
of HRI has focused on the psychological effects of voice patterns on users’
perceptions (Niculescu et al., 2013). Although a monotone voice may be
appropriate for limited service interactions, more elaborate service interactions
(e.g. dealing with upset customers) may require variations in pitch to convey the
appropriate meaning. One study found that higher-pitched robots were perceived
by users to have better socials skills and preferred by those with higher
expectations. It also showed that introvert users found lower-pitched robots more
empathetic and easier to interact with than extrovert users (Niculescu et al., 2013).
Another variable is the customer’s emotional state. For example, lowering the
pitch and pace of voice is more effective when dealing with hostile customers.

� Eye contact. Service robot eye contact with customers influences the flow of
communication and conveys interest, empathy, and credibility. It is an important
social behavior in building intelligent human-robot interactions (Xu et al., 2016).
Ideally, conversational service robots should orient their gazing direction to
customer faces (Kanda and Ishiguro, 2013). However, customers may not know
that service robots are looking at them until they change their facial expressions,
such as smiling. One study found that human understanding of robot speech
could be improved when the robot’s language-related gaze behavior was similar
to that of humans (Staudte and Crocker, 2011).

� Facial Expressions. Humans may take interest in robots and interact with them
more when they feel aliveness in their facial expressions. For example, smiling
service robots are perceived as more friendly and approachable. Most robots,
however, are quite limited in the number of human expressions they can mimic
(Park et al., 2015). While advancements in material technologies will significantly
expand the number of possible android facial expressions, one study found that
as many as 44 percent in the U.S. preferred or somewhat preferred a fixed face
(Nomura Research Institute, 2017).

� Gestures. Suppose the customer would like to place a food order in a restaurant. The
service robot makes eye contact with the customer who makes a small gesture with
his hand to come over to the table. Hand gestures are a good means of nonverbal
communication but may mean nothing if there is no eye contact (Miyauchi et al.,
2004). Service robot head movements also affect interpersonal communication. For
example, customers could observe service robot headmovements (e.g. nod) as a sign
of interest or agreement in service interactions (Lanillos et al., 2017).

� Proximity: Cultural norms dictate comfortable distances for interactions with
others. Mobile service robots move around hotel and restaurant environments,
sharing the same space as customers. According to Harrigan (2005), social
relationships for human are reflected in their use of space in face-to-face
encounters, a subcategory of non-verbal communication called proxemics.
Proxemics specifically addresses the measureable distances between people
when they interact with each other. Different studies have identified various
factors, such as robot voice style, gestures, gender, age, gaze, culture, and size,
affecting human-robot proxemics (Rodriguez-Lizundia et al., 2015). Customers
will also have expectations about how service robots approach their personal
spaces. Service robots must select paths that make their intentions easier for
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customers to interpret ( Arunin and Simmons, 2014). People are most comfortable
with frontal approaches (Ball et al., 2014).

Implementation: Service robots recognize customer vocal patterns to respond
appropriately. For example, the vocal patterns of sad customers may be slow and
low-pitched at a weak high frequency.

Service robots change vocal patterns and pace to appear engaged, interested, and
capable. For example, ending tones in a lowpitch give customers the impression that
service robots are capable of helping them or solving their problems.

Stationary services robots avoid the “Mona Lisa” effect, or the perception that
they are looking at customers when they are not, by moving their heads. They only
start gesture recognition after making eye contact with customers (Miyauchi et al.,
2004).

Service robots directly face customers when speaking to communicate interest.
They use body movements and/or facial expressions to facilitate understanding
when interacting with customers. For example, a slight nod or smile when greeting
customers from a distance sends the message: “Yes, I acknowledge you.”

Service robot facial expressions and communication tones reflect understanding
of customer emotional states, encouraging customers to interact with them more.
When service robots speak, they look at customer faces 40 percent of the time.When
listening to customers, they look at their faces 75 percent of the time (Xu et al., 2016).

Service robots are aware of signals of discomfort caused by invading customer
spaces. Examples include customers wincing, stepping back, talking faster, giving
one-word answers, and gaze aversion. Adults typically feel comfortable when
service robots are positioned 18–48 inches away. The comfort distance increases if
the service robot is producing gestures or interacting with children (Walters et al.,
2005). However, proxemics preferences of customers may change over time as they
interact and come to understand service robots (Mead and Mataric, 2016).

Have service robots approach customers from the front-left or front-right, which
are considered more comfortable for customers when they are sitting or standing in
the center of a room or with their backs against a wall (Ball et al., 2014).

(3) Guideline. The service robot entertains customers to positively influence their moods
and interaction experiences (Nijholt et al., 2017).

Research. Service robots are increasingly being used for psychological enrichment
or bringing joy and comfort to customers (Shibata andWada, 2011). Humor is helpful
in building new relationships and solidifying social bonds. Service robots that use
humor could evoke feelings of uncanniness or familiarity. According to Nijholt et al.
(2017), implementing robotic humor, given its subtleties and nuanced facets, is one of
the major challenges in computer science. Niculescu et al. (2013) demonstrated that
humor appeared to improve the users’ perception of the service robot’s personality
and speaking style and overall task enjoyment. Another study found that the non-
verbal humor of a service robot had a positive effect on the users’ ratings of its
different characteristics, as well as on the perceived interaction quality (Wendt and
Berg, 2009). Hospitality service robots are increasingly be designed with
entertainment capabilities, such as telling stories and jokes, posing for selfies, and
performing dances. Despite the positive effects of humor in customer service
interactions, the HCI field holds a somewhat negative view about the use of humor in
interfaces. Consequently, interaction design has historically been focused on
maximizing task performance and minimizing task duration (Shneiderman, 1998).

Implementation. Service robot humor is detected and semantically understood and
delivered at the right moment and appropriate situation (Nijholt et al., 2017). This
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requires the establishment of rules for what kinds of behaviors are perceived as
humorous by what kinds of customers in what kinds of situations (Wendt and
Berg, 2009).

X4: assurance

(1) Guideline. Customers understand and are comfortable with the service robot’s
thinking, knowledge, communications, and actions (Hellstrom and Bensch, 2018).

Research: As service robots become more competent and autonomous in
hospitality environments, there is an increasing need to study how customers
understand and perceive them. Service robots that do not adequately communicate
their intentions or actions during service encounters may result in anxious and
uncomfortable customers. For example, experiments have shown that pedestrians
feel unsafe when they encounter autonomous vehicles. External interfaces are being
explored to communicate to pedestrians the vehicle’s intentions (e.g. flashing light –
“I’m about to yield”) (https://www.viktoria.se/projects/avip-automated-vehicle-
interaction-principles). Service robots using loud warning sounds to avoid
collisions with customers would probably frighten many customers and be
perceived as socially acceptable (Rodriguez-Lizundia et al., 2015). Carff et al. (2009)
maintain that service robots navigating in visually complex environments
(e.g. delivery of food on a college campus with various vehicle intersections and
pedestrian and bike paths) is challenging and may require computational thinking to
solve navigational challenges. There are many tasks, besides movement in uncertain
and variable environments, that will require service robots to demonstrate a higher
level of competence, such as the identification of solution options for non-routine
customer complaints.

Computational thinking is a set of problem-solving methods that involves
expressing problems and their solutions in ways that service robots could execute. It
involves the thought processes in modeling a situation and specifying the ways
service robots can operate within it to reach the desired outcomes (Nardelli, 2019). For
example, a restaurant server robot, in addition to order taking, delivery, and payment,
could be programmed to respond to inquiries about menu item nutrition, calories, and
allergens in an empathetic manner. Verbal expressivity is one of the most important
social cues that makes a robot seem trustworthy and believable (Beer et al., 2011).
According to Strapparava and Mihalcea (2008), affective words selection and
understanding is crucial for realizing appropriate and expressive conversations in
human-computer interactions.

Computational thinking and AI thinking are interwoven as computing-enabled
machine intelligence is a primary means to realizing intelligence (Zeng, 2013). AI is
evolving and enabling service robots to simulate elements of human thinking. The
level of AI in service robots can range from weak to strong AI. Weak AI focuses on
superior execution of narrow tasks, such as a robotic brewingmachine producing 100
cups of coffee in an hour. In contrast, service robots with strong AI are capable of
executing cognitive functions: perceiving, reacting, making decisions, and
responding appropriately. For example, the Hilton robot concierge, which uses an
AI platform developed by IBM, interacts with customers and responds to their
questions. It learns and adapts with each interaction, improving the answers it
provides.

Implementation: To ensure the safety of customers, physical service robot design
(e.g. weight and form) should not cause injuries if collisions should happen. They need
to be equipped with mechanisms for slowing down, stopping , and alerting customers
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when they impede their paths. They need to provide the necessary visual, verbal, and/or
sound cues that communicate movement and interaction intentions in socially
acceptable and understandable forms. They need to be connected to the appropriate
databases (e.g. guest history, menu item ingredient, concierge, etc.) for the necessary
contextual knowledge and information required in service interactions. Verify that
service robots are providing consistently correct responses and actions to customers
inquiries by testing it time and again (interactive proofs) with variations of customer
requestsunique to thehospitality environmentwhere the service robotswill bedeployed.

X5: Tangibles

(1) Guideline. The service robot has a likeable, appealing appearance (Mathur and
Reichling, 2016).

Research: Customers are more likely to interact with service robots that have
appealing embodiments (size, shape, color, materials, facial features, and motion)
(Breazeal, 2002; Font et al., 2003). A 2016 study asked 64 workers on the online
marketplaceAmazonMechanical Turk to rate 80 real-world robot faces, from themost
mechanical ( industrial robot arm) to the most human (humanoid robot with skin), for
likeability (Mathur and Reichling, 2016). The study found that as the robot faces
became more human than mechanical, they became more unlikable. But as the robot
faces became nearly human, likability sharply increased. The study’s researchers
warn that certain small flaws in in robotic human resemblance may result in Mori’s
Uncanny Valley effect (robots look creepy), negatively impacting social interactions
(Mori. 1970). They recommend additional research on design choices to circumvent the
Uncanny Valley effect. A 2015 survey of consumers in Germany, Japan, and the U.S.
revealed that the respondents weremore receptive to robots whose shapes are human-
like but whose surfaces are different from humans (Nitto et al., 2017).

Implementation: Avoid the Uncanny Valley appearance. Design conversational
service robots with human shapes and carefully chosen surface materials, especially
for those tasks that require a higher degree of interaction with customers.

(2) Guideline. The service robot’s appearance is appropriate for the tasks and interactions
(Lohse et al., 2008).

Research: Service robot appearances influence the assumptions that people make
about their applications and functionalities. Service robots with anthropomorphic
(human-like) features put customers at ease with their forms and functions, making
them more compelling to interact with (Lohse et al., 2008; Duffy, 2003; Breazeal, 2002).
They are perceived by users as more serious in nature and more likely to comply with
their instructions (Goetz et al., 2003). One HRI study found that users perceived
mechanical-looking robots as less functional and socially interactive than the oneswith
more humanlike appearances (Hinds et al., 2004). The design of a service robot’s head is
an important HRI consideration becausemost non-verbal cues aremediated through its
face and without a face, it is perceived as being anonymous (Blow et al., 2006).

Research conducted by Honda found that the ideal height for a service root was
between four feet and the height of an average adult, making it easy to communicate
with and operate with human living spaces (https://world.honda.com/ASIMO/
technology/2000/page02.html). Hiroi and Ito (2016) found that the comfortableness of
dialog with service robots declines as their height becomes much shorter or taller than
the height of users.

An experimental study evaluated the appearance design of robot eyes suitable both
for gaze reading and for conveying friendly impressions. The study analyzed three
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types of eye shapes, “round,” “ellipse,” and “squint,” and the ratio of the iris and sclera
area. The study concluded that a robot’s gaze is most readable by human users when
performed by robot eyes with a round outline shape and a large iris (Onuki et al., 2013).

Implementation: Service robots have anthropomorphic appearances for supporting
tasks that require conversations with customers. The relationship between a service
robot’s capabilities (simple to complex) and its form (mechanistic to humanistic) is
strong to prevent ambiguity andmisinterpretations about its role and abilities. In other
words, service robots should not look more sophisticated than they really are (Tsui
et al., 2009).

The ideal height of conversational service robots is about 12 inches lower than the
eye height of customers for both standing and sitting postures (Hiroi and Ito, 2016).
Service robot eyes are round with large irises to convey a welcoming appearance
(Onuki et al., 2013).

Discussion
The HRI guidelines and implementation standards for service robots presented in this article
are incomplete and untested. It is a starting point for further discussion and research. The
next step is to apply these in real-world practice to determine their appropriateness and the
need for refined and/or new HRI guidelines and implementation standards. How HRI
guidelines are operationalized for a specific service robot application in a given service
environment will depend on the type of robot (form, function,movement, and intelligence), the
required task(s) for the target audience, and the desired service quality levels.

A major challenge in designing service robots is understanding how they will be
experienced by customers. What mental constructs will customers use to evaluate those
experiences? Unquestionably, psychology plays a much deeper role in how these experiences
are perceived when compared to human-computer interactions. Why? Service robots are
autonomous physical entities with a range of human-like attributes and capabilities. As a
result, customers often judge their performances based on previous service experiences with
humans. Therefore, it is important to understand what dimensions customers use when
evaluating service quality and their implications for service robot design inhospitality settings.
Unlike an industrial robot, designing the more sophisticated hospitality service robots ideally
requires a multitalented team (e.g. engineer, psychologist, linguist, etc.) with someone who has
hospitality expertise and knowledge of service performance standards and specifications.

Conclusion
Effective HRI guidelines incorporate user requirements and expectations in the design
specifications, driving higher levels of acceptance of service robots in customer-facing
situations. A set of universally accepted HRI guidelines with implementation standards has
yet to emerge, however (Zenk et al., 2017). Compilation of such information for designers of
hospitality service robotswill offer a clearer roadmap for them to follow. This article provided
a set of introductory HRI guidelines and implementation standards to hopefully jumpstart
this undertaking. These are presented within a service quality framework to provide
hospitality context for their future development and evolution. Shneiderman (2008, p. 3)
maintains that “guidelines are not a comprehensive academic theory that has strong
predictive value, rather they should be prescriptive, in the sense that they prescribe practice
with useful sets of dos and don’ts.” They should be presented with justifications and
examples (https://www.usability.gov/sites/default/files/documents/guidelines_book.pdf).

HRI guidelines and implementation standards will grow in importance as hospitality
companies explore and find ways for utilizing service robots to add value to customer
experiences. These will need to address service quality attributes that are important to
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customers in service delivery and interactions. Perhaps this was the lesson that Japan’s Henn
naHotel learned in 2019when it decommissioned half of the 243 robots it deployed to enhance
operational performance and reduce its dependency on human employees. Their service
robots were unable to complete a variety of tasks reliably, such as delivering luggage to
rooms, answering basic guest questions, and conversing with guests. As service robots
become more prevalent in hospitality settings, robot vendors and researchers are hard at
work exploring different ways of strengthening interactions between humans and robots.
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