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Abstract

Purpose – In spite of the merits of artificial intelligence (AI) in marketing and social media, harm to consumers has prompted calls for AI auditing/certification. Understanding consumers’ approval of AI certification entities is vital for its effectiveness and companies’ choice of certification. This study aims to generate important insights into the consumer perspective of AI certifications and stimulate future research.

Design/methodology/approach – A literature and status-quo-driven search of the AI certification landscape identifies entities and related concepts. This study empirically explores consumer approval of the most discussed entities in four AI decision domains using an online experiment and outline a research agenda for AI certification in marketing/social media.

Findings – Trust in AI certification is complex. The empirical findings show that consumers seem to approve more of non-profit entities than for-profit entities, with the government approving the most.

Research limitations/implications – The introduction of AI certification to marketing/social media contributes to work on consumer trust and AI acceptance and structures AI certification research from outside marketing to facilitate future research on AI certification for marketing/social media scholars.

Practical implications – For businesses, the authors provide a first insight into consumer preferences for AI-certifying entities, guiding the choice of which entity to use. For policymakers, this work guides their ongoing discussion on “who should certify AI” from a consumer perspective.

© Myrthe Blösser and Andrea Weihrauch. Published by Emerald Publishing Limited. This article is published under the Creative Commons Attribution (CC BY 4.0) licence. Anyone may reproduce, distribute, translate and create derivative works of this article (for both commercial and non-commercial purposes), subject to full attribution to the original publication and authors. The full terms of this licence may be seen at http://creativecommons.org/licences/by/4.0/legalcode

Research involving human participants. Informed consent was obtained from all individuals who participated in the study.

Disclosure of potential conflicts of interest. The authors have no competing interests to declare relevant to this article’s content. Financial disclosure. The research leading to these results received funding from the Nederlandse Organisatie voor Wetenschappelijk Onderzoek (NOW) under Grant Agreement NO. KIVI.2019.006.

Ethics approval. The project was approved by the research ethics committee of the University of Amsterdam, Amsterdam Business (Economics and Business Ethics Committee; EC 20220613010611) and performed following the Netherlands Code of Conduct for Scientific Practice. In addition, and per the institution’s Research Data Management protocol, all data is available through the institution’s data repository.
Originality/value – To the best of the authors’ knowledge, this work is the first to introduce the topic of AI certification to the marketing/social media literature, provide a novel guideline to scholars and offer the first set of empirical studies examining consumer approval of AI certifications.

Keywords Artificial intelligence, AI certification, Consumer trust, AI regulation, Fair AI

Paper type Research paper

Artificial intelligence (AI), defined as “a system’s ability to correctly interpret external data, to learn from such data, and to use those learnings to achieve specific goals and tasks through flexible adaptation” (Kaplan and Haenlein, 2019, p. 15), is rapidly reshaping many domains of life, often assisting and at times even automating human decisions (PwC, 2018). More and more companies are using AI: 50% of companies report AI use in at least one business function (McKinsey, 2021). Fast adoption is often driven by efficiency and economic gains (De Stefano, 2019). AI can be integrated into various business activities and has especially gained importance in the field of marketing. AI can be used to optimise and partly automate marketing channels (e.g. to analyse emails to identify potential leads; Davenport et al., 2020), for personalised dynamic pricing (Hufnagel et al., 2022), or to determine the best time to post social media advertisements (Haleem et al., 2022). AI applications further shape (social) media marketing (e.g. recommendation systems (Shin, 2020) and personalised content in advertisements and streaming services (Hermann, 2021; Valand, 2021)). Lastly, AI is an integral part of marketing-relevant innovations such as voice assistants such as Google and Alexa, smart home applications (Puntoni et al., 2021; Malodia et al., 2022; Philip, 2021), or assistive robots (Bock et al., 2020).

In spite of the above-demonstrated wide-spread use and potential merits, AI has lately gained attention for its potential to harm consumers (Howard and Borenstein, 2018; Mehrabi et al., 2021). Examples also include marketing and (social) media-related AI “failures”, such as search engines that show STEM and higher paying job career ads to more men than women (Lambrecht and Tucker, 2019; Datta et al., 2014) and search-engine software that labels photos of black people as primates and black hairstyles as unprofessional for work (Mac, 2021; Prahl and Goh, 2021). It can even lead to unintended price discrimination, such as with Airbnb’s smart-pricing tool, which had a disparate impact by ignoring the existing revenue gap between black and white hosts (Zhang et al., 2021).

AI failures can also be found outside of marketing applications, from hiring tools that disadvantage women (Dastin, 2018) to racial biases in criminal justice (Sushina and Sobenin, 2020) or inaccurate health-care diagnoses for black patients (Adamson and Smith, 2018). These AI failures are so prevalent that they are logged on an “AI Incident Database” website by consumers to inform other consumers of their harm (AI Incident Database, 2022).

These incidents are likely to increase because of the growing impact of AI in marketing applications (Vlačić et al., 2021), but also in decision domains such as health (Fan et al., 2020), finance (Cao, 2018), safety (Sushina and Sobenin, 2020) and resource allocation (I Amsterdam, 2020), making consumers increasingly vulnerable. This leads many experts to argue for public policies that ensure Fair, Accountable, Transparent and Explainable (FATE) AI, often referred to as the four pillars of ethical AI (Taehagh, 2021). As a result, influential organisations such as the Organization for Economic Co-operation and Development (OECD Legal Instruments, 2019) and the European Commission (EC) (EC, 2021) have released regulatory frameworks calling for these principles. The common aim is to guarantee consumers’ rights and ensure ethical AI (Jobin et al., 2019).

Nonetheless, critical voices question the success of such frameworks in achieving FATE AI because of a lack of concrete (computational) recommendations and difficulties in
enforcement (AlgorithmWatch, 2021; Veale and Borgesius, 2021). Some suggest explaining the rules behind AI to increase consumer control (Banker and Khetani, 2019). However, understanding AI decisions and underlying (computational) rules requires numerical and analytical ability, which consumers often lack (Castelo et al., 2019; Dietvorst et al., 2015), a phenomenon further referred to as AI illiteracy (Long and Magerko, 2020). This illiteracy renders consumers unable to evaluate AI compliance with FATE principles, which is necessary for contesting discrimination or unfair biases. First educational attempts to improve the AI literacy of non-experts are made; however, these methods are often time-consuming, and their efficacy is yet to be proven (Cheng et al., 2019; Long and Magerko, 2020).

Meanwhile, one of the most actively discussed shorter- and mid-term solutions to warrant FATE AI is AI certification, such as by the US Congress in their algorithm Accountability Act in 2019, The Netherlands Court of Audit in 2020 and research institutions (Mökander et al., 2022; Algemene Rekenkamer, 2022; Guszcza et al., 2018). Certification of an AI, often called algorithmic auditing, is “a specific subset of audit studies focused on studying algorithmic systems and content” (Metaxa et al., 2021, p. 6), where the algorithmic system is often tested against a regulatory framework (Cihon et al., 2021).

These auditing strategies are discussed as becoming mandatory for higher-risk applications (i.e. governmental resource allocation, at least in the EU; Lilkov, 2021), but will likely become an optional practice for “lower-risk” for-profit AI applications, giving companies the freedom to choose (Stuurman and Lachaud, 2022). Lower-risk applications include AI used by banks for financial products (i.e. to calculate insurance premiums) but also extend to marketing and social media-related AI use (i.e. personalised recommendations on (social) media platforms, targeted advertisement or pricing). The quest to use AI in these examples to optimise and personalise content for consumers can carry risks. More and more “low-risk” applications are being called out for their potentially harmful practices and inadequate mechanisms to prevent them (Park et al., 2022). An independent audit of Facebook by civil rights attorneys in 2020 states that the platform’s efforts to detect algorithmic bias fell short, and consumers stormed to Twitter after discovering that Apple’s credit card afforded less credit to women than men (O’Brien, 2020; Vigdor, 2019). As media coverage of an AI failure can lead to reputational harm to the company (Vincent, 2019), certification can not only be instrumental to FATE AI but is also imperative for a company to signal fair AI use to consumers to address calls for social justice (Garcia-Garcia et al., 2021). However, one of the big open questions for AI certification is “Who should certify AI”? The EC, for example, argues for an independent body to certify AI, which the European Economic and Social Committee (EESC) was equally voiced in 2019 (Lilkov, 2021; EESC, 2019). Yet, it is unclear who this independent body should be (Lilkov, 2021) and, more importantly, whom consumers trust to certify AI. Other spaces requiring certification to protect consumers, such as privacy, organic food and fair trade, consist of different players – i.e. governmental institutions, NGOs, commercial third parties or self-declarations to an industry standard – and often get dominated by one entity over time. This process accompanies tensions between for-profit players and public policy involvement until a certification type is established and leaves companies with a transition period of choice (see Web Appendix 1 for an overview of certifying organisations for different sectors). Looking at the real-life landscape of AI certification, we can already observe such tensions emerge with other for-profit and non-profit players entering the field (see pp. 10-12).

Whereas scholars have extensively covered the trustworthiness of certification labels and entities in other fields (Kim and Kim, 2011; Konuk, 2019), previous results from other certification contexts (i.e. organic food and privacy) cannot simply be applied to AI
Certification. AI decisions have unique characteristics because of their complexity (Castelo et al., 2019), autonomy (Cunneen et al., 2019) and tremendous scope and decision impact (PwC, 2018; Stone et al., 2016). Nonetheless, research on consumer trust in AI-certifying entities is largely ignored in marketing literature. This is in spite of the reality that trust is crucial for certifications to be effective (Evers et al., 2018) and the documented biases in marketing-related AI applications.

Certification may not completely attenuate biases, but it can help reduce harm to consumers and allow companies to (visibly) demonstrate their commitment to fair AI.

This manuscript, therefore, provides:

- an academic literature and status-quo-driven overview of the AI certification landscape that identifies entities and related concepts (i.e. AI decision domain and type of AI) relevant for consumer approval of AI certification (Part A);
- a first application of the generated concepts in an empirical study answered the question, “Which entities do consumers approve of to certify AI (in different decision domains)?” (Part B); and
- a research agenda for marketing/social media scholars interested in AI trust/fairness and its certification following the identified concepts (Part C).

The above-mentioned research goals serve as a first attempt to guide marketing and social media scholars to better understand what contributes to consumers’ approval of AI certifications. Because of its scope, the topic of AI has received attention in many marketing sub-areas (i.e. in social media and marketing channels), often with a focus on consumer trust and AI acceptance (Longoni et al., 2019; Yalcin et al., 2022). Previous work has examined AI attitudes (Longoni et al., 2019; Yalcin et al., 2022; Kim et al., 2021) or consumer characteristics (e.g. personality traits and AI anxiety; Kaya et al., 2022), consumer innovativeness (Hasan et al., 2021), documented AI harm (Prahl and Goh, 2021; Zhang et al., 2021) and AI applications in marketing (Bock et al., 2020; Vlacić et al., 2021; Davenport et al., 2020). However, AI certification as a possible means to protect consumers and increase consumer trust in AI has not yet been studied (except for a qualitative study examining managers’ awareness of AI morality and ethics by Baker-Brunnbauer (2021)). We address this important research gap and focus on one specific dimension more thoroughly: consumers’ approval of AI-certifying entities.

In addition to these theoretical contributions, businesses must understand the status quo of the AI certification landscape (Cihon et al., 2021). AI certification helps companies distinguish themselves by informing consumers of their efforts towards FATE AI. Understanding which entities are most approved of by consumers can facilitate the choice of a certifying entity. Ultimately, monetary and time resources are dedicated to a certification process and accompanying (marketing) efforts, and these must align with consumers’ preferences. For policymakers, information on consumers’ perspectives on AI certification entities can converge opinions and guide the current debate in public policy on who should certify what type of AI (Lima and Cha, 2021).

**Part A: the artificial intelligence certification landscape**

In the first step, an academic literature search was conducted. We follow the prospector approach conceptualised by Breslin and Gatrell (2023), which is especially suitable for multi-disciplinary literature searches for intricate real-world problems. Because of the dearth of academic literature on AI certification across disciplines, we chose this over a systematic literature review. We included papers discussing AI certification and possible certification...
entities and identified n = 16 relevant manuscripts. The discussed certifying entities were identified and complemented with other relevant factors contributing to consumer approval of and trust in AI certification, such as decision-specificity and type of AI. In a second step, the academic debate was extended by carefully reviewing the status quo of the real-world AI certification landscape.

**Potential certifying entities (academic)**

In line with calls by the US Congress’ Algorithm Accountability Act (Mökander et al., 2022), The Netherlands Court of Audit (Algemene Rekenkamer, 2022) and several research institutions (Guszcza et al., 2018), AI certification is an important step in ensuring FATE AI. “Expert” entities ensure the fair use of AI, a role that is currently impossible for consumers because of a generally high level of AI illiteracy (Castelo et al., 2019; Dietvorst et al., 2015). Academic literature identifies several entities to take on this vital task, but in spite of a starting debate, there is no clear consensus (see Table 1). Previous research on AI certification is primarily conceptual; it mainly describes which entities authors favour for the certification process (Erdélyi and Goldsmith, 2018) and recommended procedures for AI certification to follow (Winfield and Jirotka, 2018). The proposed entities are often country or region-specific and cannot be directly translated to other countries that lack a similar infrastructure (Floridi et al., 2018; Roski et al., 2021). To complicate matters, many argue for collaboration between entities, each with different divisions of responsibility (Guihot et al., 2017; Mökander et al., 2022; Floridi et al., 2018; Roski et al., 2021).

In spite of a lack of clear consensus, the academic debate suggests an influential role for the government. This is reflected in work of Scherer (2015), Erdélyi and Goldsmith (2018), Floridi et al. (2018), Falco et al. (2021) and Badran (2021), who argue for certification by the government. Others argue for a collaborative role, urging the government to certify AI and join forces with industry players for standard-setting to ensure a fit with the real-life challenges of AI applications (Tutt, 2017), or the reverse, where the government defines FATE AI standards, but the company itself is responsible for testing their adherence to these standards in the form of a self-declaration (Guihot et al., 2017) because of governments’ limited resources, or by NGOs and commercial third parties (Mökander et al., 2022) as part of a broader ecosystem. Not limited to the government, Stuurman and Lachaud (2022) propose a label like the nutritional label in the EU for NGOs and commercial third parties.

Others propose solely for-profit entities, such as a commercial third party, to certify AI (Yanisky-Ravid and Hallisey, 2019; Arnold et al., 2019; Raji et al., 2022). Commercial third parties would allow for independent oversight without directly profiting from the AI they certify (Raji et al., 2022). In addition, auditing is often the core business of a commercial third party and therefore has existing infrastructure and expertise. Alternatively, some propose independent bodies as an all-encompassing term, including NGOs and governmental agencies such as the FDA. Much like Raji et al. (2022), they argue that an independent body ensures the quality of the certification (Sharkov et al., 2021) and the competence of the auditors (Winter et al., 2021).

This independence is optional for Winfield and Jirotka (2018) and Roski et al. (2021), who propose self-declarations. Companies themselves would be responsible for ensuring their efforts towards FATE principles without external oversight, arguing that external bodies often don’t have enough expertise (i.e. the government) and cannot keep up with the pace of AI innovation (Roski et al., 2021).
Table 1. Overview of literature outside of marketing on AI certification

<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Field</th>
<th>Methodology</th>
<th>Type/part of AI</th>
<th>Entity proposed</th>
<th>Geographical focus</th>
<th>Decision specificity</th>
<th>Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scherer</td>
<td>2015</td>
<td>Law</td>
<td>Prescriptive</td>
<td>Automated machines</td>
<td>Government</td>
<td>USA</td>
<td></td>
<td>Discusses the complexity of governmental regulation of AI and proposes a framework to deal with these challenges</td>
</tr>
<tr>
<td>Guihot et al.</td>
<td>2017</td>
<td>Law</td>
<td>Prescriptive</td>
<td>AI</td>
<td>Government and self-declaration</td>
<td>Global</td>
<td>✓ ✓</td>
<td>Urges for the government’s involvement in standard setting for AI applications and self-declarations by industry players</td>
</tr>
<tr>
<td>Tutt</td>
<td>2017</td>
<td>Law</td>
<td>Prescriptive</td>
<td>AI</td>
<td>Government</td>
<td>USA</td>
<td>✓</td>
<td>Argues for an FDA-like institution to certify AI applications and develop AI standards in partnership with the industry</td>
</tr>
<tr>
<td>Erdélyi and Goldsmith</td>
<td>2018</td>
<td>Computer Science</td>
<td>Prescriptive</td>
<td>AI</td>
<td>Government</td>
<td>Global</td>
<td></td>
<td>Urges for a new international governmental body for standard-setting that can inform individual countries’ regulations and legislation</td>
</tr>
<tr>
<td>Winfield and Jirotka</td>
<td>2018</td>
<td>Computer Science</td>
<td>Prescriptive</td>
<td>Intelligent Autonomous Systems</td>
<td>Self-declaration</td>
<td>Global</td>
<td>✓</td>
<td>Outlines a roadmap to ethical governance, including a company’s self-declaration of ethical conduct</td>
</tr>
</tbody>
</table>

(continued)
<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Field</th>
<th>Methodology</th>
<th>Type/part of AI</th>
<th>Entity proposed</th>
<th>Geographical focus</th>
<th>Decision specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Floridi <em>et al.</em></td>
<td>2018</td>
<td>Philosophy and Cognitive Sciences</td>
<td>Prescriptive</td>
<td>AI</td>
<td>Government</td>
<td>European Union</td>
<td>✓</td>
</tr>
<tr>
<td>Yanisky and Hallisey</td>
<td>2019</td>
<td>Law</td>
<td>Prescriptive</td>
<td>Data used for the development of AI</td>
<td>Government or (commercial) third-party</td>
<td>USA</td>
<td>✓</td>
</tr>
<tr>
<td>Arnold <em>et al.</em></td>
<td>2019</td>
<td>Industry Paper</td>
<td>Prescriptive</td>
<td>AI services for developers</td>
<td>Self-declaration and (commercial) third-party</td>
<td>Global</td>
<td>✓</td>
</tr>
<tr>
<td>Sharkov <em>et al.</em></td>
<td>2021</td>
<td>Information and Security +</td>
<td>Descriptive</td>
<td>AI</td>
<td>Independent body</td>
<td>European Union</td>
<td>✓</td>
</tr>
<tr>
<td>Winter <em>et al.</em></td>
<td>2021</td>
<td>Computer Science</td>
<td>Prescriptive</td>
<td>Low-risk machine learning applications</td>
<td>Independent body</td>
<td>Global</td>
<td>✓</td>
</tr>
</tbody>
</table>

Summary:
- Yanisky and Hallisey (2019): Proposes an “AI Data Transparency Model”. The model includes an auditing regime and certification program.
- Arnold *et al.* (2019): Proposes and outlines the characteristics of a supplier certificate called FactSheet.
- Sharkov *et al.* (2021): Provides an overview of European initiatives towards AI regulation/certification and argues for an independent body to certify AI.
- Winter *et al.* (2021): Outline existing standardisation methods used in other fields and introduce four levels relating to AI’s impact on people, the environment and organisations to be certified.

(continued)
<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Field</th>
<th>Methodology</th>
<th>Type/part of AI</th>
<th>Entity proposed</th>
<th>Geographical focus</th>
<th>Decision specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Falco et al.</td>
<td>2021</td>
<td>Computer Science</td>
<td>Prescriptive</td>
<td>Automated systems</td>
<td>Government</td>
<td>Global</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>Summary</strong>&lt;br&gt;Argue for certification of automated AI systems according to three “AAA” governance principles: Assessment of risk; Audit trails; and system Adherence to jurisdictional requirements.</td>
</tr>
<tr>
<td>Badran</td>
<td>2021</td>
<td>Computer Science</td>
<td>Descriptive</td>
<td>AI</td>
<td>(Governmental) independent body</td>
<td>Global</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>Summary</strong>&lt;br&gt;Provides an overview of the pitfalls of governmental AI regulation and opportunities for an independent regulatory agency to certify AI.</td>
</tr>
<tr>
<td>Roski et al.</td>
<td>2021</td>
<td>Medicine</td>
<td>Prescriptive</td>
<td>AI</td>
<td>Self-declaration</td>
<td>USA</td>
<td>✓ ✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>Summary</strong>&lt;br&gt;Outlines a process for the health-care industry to develop standards for AI certification to promote more trust.</td>
</tr>
<tr>
<td>Mökander et al.</td>
<td>2022</td>
<td>Philosophy and Cognitive Sciences</td>
<td>Descriptive</td>
<td>High-risk AI</td>
<td>Government and NGO or (commercial) third-party</td>
<td>European Union</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>Summary</strong>&lt;br&gt;Provides an overview of the proposed European Artificial Intelligence Act (AIA) and specifies how the proposed conformity assessments could be applied using existing literature on AI auditing.</td>
</tr>
</tbody>
</table>

*(continued)*
<table>
<thead>
<tr>
<th>Authors</th>
<th>Year</th>
<th>Field</th>
<th>Methodology</th>
<th>Type/part of AI</th>
<th>Entity proposed</th>
<th>Geographical focus</th>
<th>Mention of consumer trust</th>
<th>High-risk/low risk</th>
<th>Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raji et al.</td>
<td>2022</td>
<td>Computer Science and Law</td>
<td>Descriptive AI</td>
<td>(Commercial)</td>
<td>third-party USA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stuurman and Lauchaud</td>
<td>2022</td>
<td>Law</td>
<td>Prescriptive AI</td>
<td>NGO or (commercial)</td>
<td>third-party</td>
<td>European Union</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Source: Authors' own work*

Argues that the current landscape does not allow for effective commercial third-party algorithmic auditing and argues for solutions by drawing a connection to other certification spaces (e.g. finance, health).

Outlines the requirements for a voluntary label for medium-to low-risk AI applications and the challenges in the implementation.
Potential certifying entities (real world)

To complement the entities mentioned in the academic debate while acknowledging the dynamic nature of the landscape in AI certification and similar areas, we also look at the actual state of the AI certification market. Several “players” are entering the field, including public policy initiatives and for-profit organisations.

**Governmental bodies** are taking first steps towards the regulation and certification of AI, such as the cities of Amsterdam and Helsinki, which established an AI registry that can be used to evaluate and certify different AI decisions (AI for Good, 2023). Another example is the Danish Ministry of Finance, which launched an IT certification program that checks responsible data use (Danish Ministry of Industry, Business, and Financial Affairs, 2019).

**Commercial third parties** (e.g. auditing companies), such as ORCAA, already operate in AI auditing. ORCAA was founded by Cathy O’Neil, a researcher famous for her book “Weapons of Math Destruction” (O’Neil, 2017) and a loud voice for regulating AI. ORCAA offered the first-of-its-kind certification to HireVue in 2020 (Zuloaga, 2021). While not yet offering certification, auditing companies Deloitte and KPMG provide consulting for fair and transparent use of AI systems within companies using their Trustworthy AI framework (Deloitte, 2023) and AI in Control framework (KPMG, 2023).

While these organisations offer services to a wide range of algorithmic applications within the public and private sectors, other initiatives from **not-for-profit entities and NGOs** are narrower in scope, such as FairAI, a volunteer organisation within Oxford University. FairAI is developing a method using blockchain technology to certify and verify companies’ efforts in mitigating workplace displacement by algorithms (2023). Another example is the Certify-AI service offered by Columbia University’s Data Science Institute, which tests whether an algorithm meets the standards issued by the FDA for health-care applications. Focusing on AI applications within telecommunications and electrical engineering, many institutions – mostly **not-for-profit** – are standardising the development and deployment of AI, both on a national and international level, as mapped in detail by de Winter et al. (2021) and Cihon et al. (2021). While these initiatives are a critical step in the right direction, they are scattered in focus, often non-generalisable to other fields and, more importantly, developed and offered by different entities.

Lastly, and probably most concerning, current AI decisions **lack a certification** altogether or are limited to a **self-declaration** to the company-launched standards, such as done by Google (2023), IBM (2019) and Microsoft (2018), all of whom developed and published their own AI principles (Jobin et al., 2019). However, De Laat (2021) found that many self-declaring companies lack concrete actions, making many declarations untrustworthy (Stuurman and Lachaud, 2022).

Besides these entities, there are other initiatives aimed at ensuring quality assurance, such as Watchdogs (Ada Lovelace Institute, AI Now, and Open Government Partnership, 2021), ethical committees within technology companies (Candelon et al., 2022), decentralised data access (Baird and Schuller, 2020), algorithmic social contracts (Rahwan, 2018) and human rights impact assessments (Moss et al., 2021). However, these initiatives are less known to the public and do not communicate the company’s efforts towards FATE AI to the consumer.

Other important factors

In addition to proposing entities, academic literature discusses factors related to the question of who should certify AI. Among them is the decision-specificity of the AI application. This dimension considers whether an application is “high-risk” or “low-risk” and the domain in which the AI is used.
Decision-specificity – high-/low-risk application. The possibility for AI applications is immense and spans many domains, ranging in the risk posed to the consumer. The EC’s Draft AI recognises this by imposing different regulations for high- and low-risk AI applications, with higher risk applications facing stricter regulation (Lilkov, 2021). High-risk AI includes the impact on the consumer, i.e. health risks, safety or even human rights, such as its use in justice systems and health diagnosis (Sushina and Sobenin, 2020; Fan et al., 2020), but could also apply when citizen fairness is at stake – i.e. in resource allocation for social housing or when used by tax authorities. Consumers’ inability to opt out reflects this high-risk such as when a governmental institution uses it. In contrast, low-risk applications are often associated with a lower impact on the consumer. This is partly because of the freedom of choice; consumers actively decide to engage with certain companies, products or social media platforms. As such, marketing AI applications are often low-risk.

Consumers might reflect the level of risk in their approval of different entities in different domains. Governmental regulatory agencies are involved in other high-risk applications, such as those that pose a risk to life (e.g. the FDA regulates the safety and effectiveness of drugs and medical devices in the USA). However, there may be conflicts of interest when a government agency regulates its actions, like in public safety (e.g. policing). In these cases, consumers may prefer an independent organisation such as NGOs or commercial third parties.

Decision-specificity – decision domain. Additionally, different domains (i.e. sectors such as finance or public health) require different methods, entities and possibly standards for AI certification (Raji et al., 2022). The process of certifying AI applications in health care, such as diagnosing an abnormality in an MRI with AI, vastly differs from that of applications in the financial sector, such as calculating mortgages. As a result, consumer preferences and trust in certification entities may not transfer between domains, especially between the public sphere, where the consumer cannot opt out (e.g. the government), and private companies, where consumers have a choice.

Besides, consumer trust is a multifaceted concept that is influenced by a variety of factors, including the credibility and expertise of the entity (Lanero et al., 2021; Janssen and Hamm, 2012; Roe and Teisl, 2007), as well as the consumer’s familiarity with the entity (Brach et al., 2018). As the AI landscape is yet to be defined, consumers may rely more on their perceived expertise than their familiarity, especially as AI requires specialised expertise to understand. Domination of specific entities for other applications within those domains might signal expertise to the consumer, such as commercial third parties’ domination in the financial sector, the government in the health and safety domains and governmental agencies and NGOs for social domains (i.e. resource allocation) (Nawaz, 2018; UK Government, 2023).

Consumer approval/trust
Examining the literature and the status quo provides insights into potential entities, but preferences may depend on decision risk and domain. What is largely absent in existing research endeavours is the perspective of those who ultimately must approve of the certifications: the consumer. Law and computer science scholars dominate the literature, and while some acknowledge the importance of consumer trust, most adopt a top-down approach that ignores further analysis of the consumers’ opinions. Marketing literature is lacking altogether. A survey by Ipsos found that only half of participants from 18 countries believe AI has more benefits than drawbacks, suggesting consumers may seek assurance (Ipsos, 2022). Not only will certification protect the consumer from potential harm, but it also allows for greater trust in AI in general (Knowles and Richards, 2021).
This lack of consumer perspective is even more problematic as other fields, such as organic food and privacy, have rich literature that recognises that consumer trust is important and crucial for certification effectiveness (Evers et al., 2018; Kim and Kim, 2011; Konuk, 2019). Meanwhile, AI is expanding into more marketing-related functions such as information filters on social media, pricing algorithms, search engine recommendations and advertisements that not only have shown the potential to cause harm (Arora et al., 2022; Pandey and Caliskan, 2021; Kay et al., 2015; Datta et al., 2014) but are also a day-to-day reality for many consumers. Evidently, there is yet to be a clear answer to who should certify AI from a consumer perspective.

Part B: research choices deducted from the table
The second part of this manuscript serves two purposes: it provides an example of how to apply the concepts deducted in Part A to empirical studies from a consumer perspective and a first understanding of which entity consumers may approve of to certify AI applications in multiple domains (social, safety, health and finance). By doing that, we address one of the most important gaps in the current academic work. As shown in Column 4 of Table 1 (“methodological approach”), most scholars have descriptively outlined the processes for AI certification. Others are prescriptive and provide specific roadmaps and schemes (Winfield and Jirotka, 2018; Arnold et al., 2019; Falco et al., 2021). However, empirical work is absent. As a result, we opted to specifically cover the proposed entities (Column 6), decision specificity (Column 9), namely, different decision domains with varying levels of risks and initiating parties and consumer trust (Column 10). Our empirical approach was therefore strongly guided by using identified dimensions/columns of Part A. Below, we outline the included dimension columns in more detail before providing methodological details on our study.

Entity proposed (Column 6). To account for the entities proposed in academic literature and the real-world first players identified in Part A, we include a governmental institution, NGO, commercial third party and self-declaration. These players allow us to understand consumers’ potential associations with these entities and cover the current AI landscape well.

Decision specificity (Column 8). The popularity and diffusion of AI led to AI being used in multiple domains and for decisions with very different risk profiles. Nonetheless, most of the literature in Part A does not account for potential differences between these decisions regarding AI certifications and the entities involved (also see pp. 12-14). While it is impossible to cover the entire complexity of the vast range of AI decisions, we chose domains and specific AI decisions based on reports examining in which areas AI is currently most dominantly used and projected to have a considerable influence in the future for consumers (PwC, 2018; Stone et al., 2016). As a result, we include four application domains: social, safety, health and finance. These domains include low- and high-risk applications, allowing us to cover both AI applications within the public sphere (e.g. social housing allocation) and the private sphere (e.g. the height of insurance). In spite of not explicitly including marketing/social media AI application domains, we believe that varying decision specificity allows us to gain insights for marketing while maximising the impact based on projected spread and influence.

Consumer trust (Column 10). While some of the papers identified in Part A mention the importance of consumer approval/trust, they have yet to examine this important variable empirically. There are two empirical, noteworthy exceptions outside AI certification, looking at consumers’ perceptions of entities developing and governing AI, which show tensions between for-profit and not-for-profit entities. Zhang and Dafoe’s (2019) survey with a
representative sample of 2000 participants showed that university researchers and the US military are the most trusted entities to develop AI, followed by tech companies and NGOs, with the government being the least trusted. However, the authors also report a general distrust of any institution using or developing AI among the participants.

KPMG and the University of Queensland partly corroborate these findings in their survey with 6,054 participants from the USA, Canada, Germany, the UK and Australia (Gillespie et al., 2021), showing that universities and other research bodies are most trusted to develop (and govern) AI while accounting for differences between countries, and governments and commercial third parties are trusted the least. While these two surveys offer the first insights into consumers’ opinions, the entities provided in the surveys do not represent the current parties already entering the field or those proposed by academic literature. More importantly, they look at AI development and not AI certification. As different skill sets, motives and consumer associations are linked to the development process versus audit/certification of AI (Raji et al., 2022), the results are not directly applicable to the certification landscape.

**Empirical design**

**Pilot.** We first ran a pilot study with a five-entity type (governmental institution, NGO, commercial third-party, self-declaration and no certification) × four-domain (social, safety, health and finance) design, with both entity type and domain as within-subject factors. In total, 302 participants served as a sample (70.3% female, $M_{age} = 36.73$ years, SD = 13.91). The study procedure, questionnaire and results of the pilot can be found in Web Appendices 2, 3 and 4.

We made several changes to the main study based on the pilot study’s results and participant comments. We:

- used a representative sample to ensure a balanced sample;
- excluded the option for “no” certification efforts as this option generally had low approval;
- removed specific examples of entities (i.e. KPMG, a large auditing firm, as an example for a commercial third party) as we acknowledge that participants may hold biases or associations with these examples; and
- changed the entity factor to a between-subjects design to prevent scenario fatigue and mitigate the potential drawbacks of a within-subject design.

**Main study.** As a result, the main study adopts a four-entity type (governmental institution, NGO, commercial third-party and self-declaration to industry standard) between-subject design with four-domain (social, safety, health and finance) within-subject factor and addresses the shortcomings of the pilot study (also see procedure).

**Participants**

All the participants were recruited via Prolific (www.prolific.co/). Participants received a monetary reward in line with the platform’s requirements at the time of data collection (£5 per hour). We opted for a representative sample (gender, age and ethnicity) and only accepted participants with an approval rate of over 90%. We aimed for $n = 100$ for each between-subject cell, resulting in 404 participants (51% female, $M_{age} = 44.59$ years, SD = 15.6). To determine our sample’s geographical region, we first identified the region for which AI certification is most advanced. Considering progress and clusters of guidelines (Jobin et al., 2019), Europe was identified. Within Europe, we decided to test defensively. Based on
the pilot study results, which indicated preferences for non-profit entities, specifically governmental institutions, we identified the UK as the country with the lowest consumer trust in the government (Davies et al., 2021; OECD Data, 2022). In addition, the UK has the highest AI readiness index score in Europe and populations second place globally (Oxford Insights, 2019), likely accelerating AI diffusion and the need for certification. We report all data exclusions and measures, and all data sets are available upon request.

**Procedure**

After giving consent, all participants viewed a short clip (1.5 minutes) explaining the basic principles of AI to ensure a baseline understanding. To establish a uniform perception of the certification process for every entity involved, participants then read a text saying that the certification entity would test the AI decision against pre-defined international standards by the Organization for Economic Cooperation and Development to ensure FATE AI. They then read a short text outlining these rules (1 minute; OECD Legal Instruments, 2019) (see Web Appendix 5 for the full scenario). Afterwards, participants were exposed to eight AI decisions in random order from four domains (see Table 2 for an overview of all decisions). We chose two sample decisions for each domain for generalisability. A composite score was created for each domain by averaging the respective two AI decisions. The individual AI decisions resembled those of their respective domains.

To ensure that the AI decisions were relevant to consumers, we included two measures assessing the impact these decisions would have on their life (1 = not at all impactful and 7 = very impactful) and the likelihood that these decisions would affect their own life (1 = extremely unlikely and 7 = extremely likely) (see Web Appendix 6 for the full questionnaire and Web Appendix 7 for statistics).

For each of the AI decisions, participants were then asked to judge their approval for one entity (e.g. “To what degree would you approve if you were informed that the [government] was the entity who was responsible for the certification process of using artificial intelligence?”

<table>
<thead>
<tr>
<th>Domain</th>
<th>Decision scenario</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social</td>
<td>Social housing allocation</td>
<td>The use of artificial intelligence to decide who should get social housing (often from a limited number of houses available)</td>
</tr>
<tr>
<td>Safety</td>
<td>Pension allocation</td>
<td>The distribution of pensions across all retirees</td>
</tr>
<tr>
<td>Safety</td>
<td>Real-time analysis of safety cameras</td>
<td>Artificial intelligence program that analyses videos from safety cameras and predicts the need for emergency vehicles</td>
</tr>
<tr>
<td>Safety</td>
<td>Predictive crime policing</td>
<td>Artificial intelligence decides the police headcount in a certain area, leading to more policing in certain areas than others</td>
</tr>
<tr>
<td>Health</td>
<td>Medical imaging diagnostics</td>
<td>The use of artificial intelligence to detect abnormalities in radiology images</td>
</tr>
<tr>
<td>Health</td>
<td>Public health prediction</td>
<td>Artificial intelligence that predicts future public health events (such as a flu outbreaks)</td>
</tr>
<tr>
<td>Finance</td>
<td>Height of mortgage</td>
<td>Risk assessment that leads to higher mortgage prices for individuals with higher risk assessments</td>
</tr>
<tr>
<td>Finance</td>
<td>Price of insurance (i.e. car insurance or liability insurance)</td>
<td>Risk assessment that leads to higher insurance prices for individuals with higher risk assessment</td>
</tr>
</tbody>
</table>

Source: Authors’ own work

Table 2.
AI decisions provided to the participants with explanations
intelligence for the examples below?") on a seven-point Likert scale, where 1 = very much disapprove and 7 = very much approve, resulting in an eight-item scale. All decisions were presented in a random order. This led to the following allocation of participants: governmental condition (N = 100), commercial third-party condition (N = 100), NGO condition (N = 102) and self-declaration condition (N = 102).

Participants were then asked to report: age (in years); gender (female, male or other); the highest level of obtained education (elementary school, high school, bachelor’s, master’s, PhD); political orientation (sliding scale from 0 to 100, where we provided labels at 0 (the Conservative Party), 50 (Liberal Democrats) and 100 (Labour Party); and participants’ own AI expertise (on a seven-point Likert-scale with a three-item questionnaire such as “I feel that I know more about artificial intelligence than others", adopted and fit to the AI-context by Park et al. (1994), where 1 = strongly disagree and 7 = strongly agree). We included these control variables as previous research shows that they impact attitudes towards AI (e.g. older and more left-wing citizens show stronger support for AI regulation (O'Shaughnessy et al., 2021; Wang et al., 2020; Zhang and Dafoe, 2019)), as well as the assessment of the included entities (e.g. women support the government more than men, while men trust for-profit companies more than women [Christensen and Laegreid, 2005; Pirson et al., 2019]).

Additionally, political orientation can lead to differences in approval for AI use in different domains. For example, conservative citizens are found to be more approving of predictive policing than more liberal citizens (O'Shaughnessy et al., 2021). Lastly, participants were given the option to leave any comments regarding the AI decisions, the entities, or the future of AI in general in a textbox. We included this textbox in the study because the literature review in Part A identified non-entity-related technological/computational quality assurance processes. While participants did not mention these in the open-ended question in the pilot study, we wanted to determine if our representative sample had a similar knowledge base of current initiatives in AI regulation.

Results and discussion
In a first attempt to guide our research choices using the literature overview, we structured our analyses according to the different dimensions.

Different entities (Column 6). A one-way ANOVA was conducted to test for possible differences in the approval of the entities. To correct for the assumption of homogeneity not being met [F(3, 400) = 6.252, p < 0.001], results were read from Welch’s robust test of equality of means, which yielded significant differences in the approval for the different entities, F(3, 222.35) = 4.063, p = 0.008, ω² = 0.058. Tukey post hoc tests revealed that approval for the government (Mgovernment = 4.79, SD = 1.25) is significantly higher than that of the commercial third party (Mcommercialthirdparty = 4.19, SD = 1.72, p = 0.033) and the self-declaration (Mselfdeclaration = 4.17, SD = 1.76, p = 0.023) (see Figure 1). It is, however, not significantly different from those for the NGO (MNGO = 4.47, SD = 1.42, p = 0.461). There is no significant difference in approval between the other entities.

The results of this study slightly differ from the within-subject pilot study, in which there was a more pronounced difference in approval between the different entities and a clear(er) tendency towards non-profit (government and NGO) versus for-profit (commercial third-party and self-declaration) entities. We, therefore, further collapsed the entities into approval for non-profit and for-profit entities to understand whether the current study shows a similar trend. Results revealed that approval is significantly higher for non-profit entities (Mnon-profit = 4.63, SD = 1.35) than for-profit entities (Mfor-profit = 4.18, SD = 1.74), t(402) = 2.924, p = 0.004, in line with the findings from the pilot study.
We carried out a mixed ANOVA with different entities as a between-subject factor (governmental institution, commercial third-party, NGO and self-declaration) and the AI decision domains as a within-subject factor (social, safety, health and finance; see Figure 2) to better understand whether domain-specificity influences consumer approval for different entities. All approval rates per AI decision and entity can be found in Appendix. Because of the violation of the assumption of sphericity, as indicated by Mauchly’s test, $\chi^2(5) = 0.89$, $p < 0.001$, and the Greenhouse–Geisser value being higher than 0.75, we applied a Huynh–Feldt correction. Results show a significant main effect of the domain [$F(2.82, 1127.65) = 26.08$, $p < 0.001$, $\eta_p^2 = 0.06$] as well as a significant interaction effect between the domain and the different entities, $F(8.46, 1127.65) = 2.45$, $p = 0.011$, $\eta_p^2 = 0.018$. Bonferroni-corrected pairwise comparisons show that the approval of the different entities did not differ for the social and financial domains. However, approval of the government as a certifying entity in the health domain is significantly different from that for the commercial third-party ($p = 0.019$) and the self-declaration ($p = 0.018$) but is not significantly different from that for the NGO ($p = 1.000$). The same pattern can be seen for the safety domain, where approval for the government is significantly higher than that for the commercial third party ($p = 0.001$) and the self-declaration ($p = 0.001$). It is, however, not significantly higher than the approval for the NGO ($p = 0.275$). All other entities in the health and safety domain do not significantly differ from each other. All pairwise comparisons can be found in Web Appendix 8.

Source: Authors’ own work

Domain specificity (Column 9).
We repeated analyses from the entity and domain columns with the control variables: age, gender, education (1.2% elementary school, 33.7% high school, 43.3% bachelor’s, 13.9% master’s, 2.2% PhD, 5.7% other), political orientation ($M = 57.40$, $SD = 28.75$) and their own AI expertise ($M = 3.27$, $SD = 1.31$). Only AI expertise significantly affected consumer approval but did not alter the approval for the entities or the different domains ($p = 0.002$).

Discussion. The results show that consumers’ approval differs between the entities, with an overall preference for the government as a certifying entity. To an extent, consumers also seem to distinguish between public (non-profit; government and NGOs) entities and private (for-profit: commercial third parties and self-declaration to industry standards) entities. This is in line with Gillespie et al. (2021), where commercial third parties were viewed as developing and regulating AI for financial gains – that is, consumers held anti-profit beliefs (Bhattacharjee et al., 2017). Surprisingly, approval for self-declarations was not significantly different from approval for commercial third parties, in spite of the lack of payment or external oversight for the former. This may be because of consumers’ limited understanding of certification processes, similar to organic food certification (Grunert et al., 2014). Although we aimed to establish a baseline understanding of certification in our scenario, participants may have still struggled to differentiate between third-party and self-declaration processes. For example, participants may believe that a self-declaration signifies that a company has internal controls for compliance (e.g., an ethical board) and is, therefore, similar to the processes followed by a commercial third party. In our General Discussion section, we further discuss this and other alternative explanations and study limitations in more detail.

In addition, decision specificity is an important factor for consumers’ approval. Consumers prefer the government over for-profit entities in the health and safety domain but not in the social and financial domains. One explanation could be that governmental agencies mostly regulate the health and safety domain in the UK (Nawaz, 2018; UK Government, 2023), possibly signalling existing expertise and credibility in these domains (Lanero et al., 2021; Janssen and Hamm, 2012; Roe and Teisl, 2007). The social and finance domains are coregulated in the UK, possibly leading to the participants’ lack of clear preference for these domains. However, results do show that consumers recognise that different domains require different methods, entities and standards for their AI certification (Raji et al., 2022).
Part C: future research agenda for marketing/social-media scholars

The previous part served as a first empirical exploration of how to deduct research gaps in AI certification based on the academic overview and the AI landscape’s status quo. The pilot study and the main study show that consumers prefer different entities for the certification of AI and these preferences differ for different domains. This last part outlines additional ways our table can guide and inspire (marketing) research. While not encompassing all possible avenues, the below-mentioned areas serve as a starting point (see Table 3 for exemplary related research questions for each column).

**Type/part of artificial intelligence (Column 5)**

AI consists of different types (i.e. rule-based AI or machine learning), and AI systems that lead to an AI decision could be composed of different parts (i.e. trained data and AI code).

The complexity of these AI types and high AI illiteracy in understanding these complexities (especially considering upcoming laws; Cheng et al., 2019) open important research avenues for marketing scholars. Line 1 of Table 3 presents exemplary research inquiries on the proposed AI certification entities.

**Entity proposed (Column 6)**

This paper maintains a consumer perspective and, therefore, needs to take a level of abstraction that aligns with the consumers’ knowledge of the AI certification landscape. However, to cover the complexity of the landscape and to better assist companies’ communication of their certification efforts, a deeper investigation into a wider granularity of entities, the inclusion of other AI quality assurance strategies, consumers’ pre-existing attitudes towards the entities and consumer characteristics (i.e. political orientation) would be instrumental (Stuurman and Lachaud, 2022; Cihon et al., 2021). Line 2 of Table 3 presents exemplary research inquiries on the proposed AI certification entities.

**Decision specificity (Column 9)**

Although we prioritised domains with the most impact (PwC, 2018; Stone et al., 2016), consumers may encounter AI more frequently in other domains, such as social media. However, consumers often underestimate the prevalence of AI applications in their daily lives, as reflected by naïve consumers having less nuanced attitudes towards AI governance between domains compared to AI experts (Zhang and Dafoe, 2019; O'Shaughnessy et al., 2021). Future research efforts into educating consumers about AI’s harms and applications in daily life can provide more nuanced insights on consumer approval for AI certification in different domains. Line 3 in Table 3 outlines further research questions related to the decision-specificity of AI decisions.

**Consumer trust (Column 8)**

To account for situations where consumers cannot opt out (e.g. AI decisions by the government), we focused on consumer approval as a measure of trust. However, a more detailed measurement of trust accounting for its various dimensions could provide insights into “why” consumers approve of one entity over another (Roe and Teisl, 2007; Janssen and Hamm, 2012). This, together with a deeper investigation into consumer characteristics and more downstream consequences (Wang et al., 2020; Vincent, 2019), could provide more insights into the construal of consumer trust in AI certification. Line 4 in Table 3 posits different research inquiries on AI research focused on consumer trust.
<table>
<thead>
<tr>
<th>Column</th>
<th>Research questions</th>
</tr>
</thead>
</table>
| Type/part of AI   | • Are there differences in consumers’ certification preferences depending on ...  
| (Column 5)        |   - ... type of AI (i.e. rule-based, machine learning and neurological networks)?  
|                   | • Can certification be replaced/perceived as less relevant if companies apply ...  
|                   |   - ... debiasing data strategies, computational fairness metrics, human governance?  
|                   | • Are consumers able to assess certification regarding these AI-related specificities?  
|                   |   - How can certification efforts be communicated in conjunction with the complexity of AI types/parts?  
| Entity (Column 6) | • Does consumer approval differ between ...  
|                   |   - ... more granular options within the entities we proposed (i.e. defence forces, intergovernmental research institutions, university research bodies and technology companies)?  
|                   |   - ... different AI quality assurance strategies outside of certification (i.e. decentralised data access, algorithmic social contracts (Baird and Schuller, 2020; Rahwan, 2018))?  
|                   | • What is the role of pre-existing attitudes towards entities in consumers’ approval for AI certification? (i.e. trust and perceived morality).  
|                   | • How do consumer characteristics, such as socio-demographics (e.g. age and gender), political orientation and level of education affect their approval of different entities?  
| Decision specificity (Column 9) | • How can you successfully educate consumers on the prevalence of AI in their daily life? (i.e. in domains such as social media and recruitment)  
|                   |   - How does this, in turn, influence their attitudes towards AI certification and the certifying entities?  
|                   | • Which factors lead consumers to differ in their approval for different domains?  
|                   |   - i.e. levels of risk, perceived impact and interaction frequency?  
| Consumer trust (Column 8) | • How do the different dimensions of trust influence consumer approval?  
|                   | • What are the downstream consequences of different AI certifications for companies (e.g. purchase intention, word-of-mouth)?  
|                   |   - Can negative views of the certifying entity “spill over” to the company getting certified?  
|                   |   - If so, how can this spill-over effect be mitigated?  
|                   | • Are there any consumer characteristics that influence consumer approval for the different entities?  
|                   |   - i.e. risk aversion, techno-scepticism, general disposition to trust and consumer innovativeness (O'Shaughnessy et al., 2021; Kim and Kim, 2011; Konuk, 2019)  

(continued)
Geographical focus (Column 7)

Our studies took a strictly Eurocentric view by only including UK participants. We argue that our approach is defensive; the results indicate the most approval for the government in spite of the lowest institutional trust in Europe (Clery et al., 2021; Davies et al., 2021). However, consumers’ construction of trust and attitudes towards AI differ greatly between countries (Yang and Tang, 2010). Not only will future research benefit from the inclusion of countries with different political structures and cultural values as it adds to the generalisability of the results, but it also addresses calls for inclusive and participatory AI governance (O’Shaughnessy et al., 2021) and provides marketers with the right tools to tailor their certification efforts per region and country. Line 5 in Table 3 presents research questions focused on the geographical focus of AI research.

General discussion

Recently, AI applications have received considerable attention for their potential to harm consumers and display bias against certain consumer groups (Park et al., 2022; Howard and Borenstein, 2018; Mehrabi et al., 2021). Examples of marketing AI “failures” include search engines showing STEM and higher paying job career ads to more men than women (Lambrecht and Tucker, 2019; Datta et al., 2014) or (unintended) price discrimination against black Airbnb hosts (Zhang et al., 2021). In social media marketing, AI’s self-reinforcing nature has received attention for creating echo chambers, ultimately leading to polarisation (Cinelli et al., 2021; Arora et al., 2022). AI failures can also be found outside of marketing applications, from hiring tools that disadvantage women (Dastin, 2018) to racial biases in criminal justice (Sushina and Sobenin, 2020) or inaccurate health-care diagnoses for black patients (Adamson and Smith, 2018).

Examples like these have led scholars and experts to push for AI certification as one solution to protect consumers (Guszcz et al., 2018). The push for AI certification, defined as “a specific subset of audit studies focused on studying algorithmic systems and content” (Metaxa et al., 2021, p. 6), where the algorithmic system is often tested against a regulatory framework (Cihon et al., 2021), is emphasised by the general low AI literacy of consumers (Long and Magerko, 2020). Some name AI certifications as one of the most important strategies to protect consumers while ensuring consumer trust in AI (and its merits). However, AI certification has been mostly overlooked by marketing scholars. As any

<table>
<thead>
<tr>
<th>Column</th>
<th>Research questions</th>
</tr>
</thead>
</table>
| Geographical focus (Column 7) | - Are there differences in consumer approval between individualistic and collectivistic cultures?  
  - i.e. the influence of privacy concern, familiarity with AI and general comfortableness with AI (Wang et al., 2020; Belanche et al., 2019; Wright et al., 2021) |
|       | - What is the effect of the political structure on the approval for different entities?  
  - e.g. consumers’ institutional trust in democratic countries often hinges on the institutions’ performance, while consumers from more authoritarian countries such as China are influenced mainly by state propaganda and cultural values (Yang and Tang, 2010) |
|       | - Are there differences in approval between different cultures and geographical regions? What are the main factors that drive these differences? |

Table 3. Source: Authors’ own work
certification is only as good as the consumers’ trust in it, the dearth of marketing literature on AI certification is an oversight, especially as marketing scholars are specifically suited to lead efforts to better understand consumer trust in and approval of AI certifications (Shin, 2020).

This manuscript, therefore, introduces the topic of AI certification to the marketing/social media literature. By reviewing work outside of marketing and examining the status quo of the AI certification landscape, we identify entities and related concepts (i.e. methodology, type/part of AI, geographical focus and decision-specificity) relevant to consumer approval of AI certification (Part A).

We then provide a first empirical application of the generated concepts by answering the question, “Which entities do consumers approve of to certify AI (in different decision domains)?” (Part B). Results of a pilot (within-subject design) and the main study (between-subject design) reveal differences in consumer approval for four certifying entities (government, NGO, commercial third-party and self-declaration) in different decision domains (social, safety, health and finance). Results show that consumers call for governmental institutions (and NGOs) to claim their space. The exploratory study also points to interesting differences between domains (especially in health and safety). As businesses are currently free to select their certification entities, these results point to governmental institutions or NGOs as the best choice. This insight is equally important for policymakers as several international organisations still debate “who should certify AI” (Evers et al., 2018). Based on the complexity of the landscape and consumers’ approval of AI certification entities that emerged from Parts A and B, our final contribution is a research agenda for marketing/social media scholars interested in AI trust/fairness and its certification following the identified concepts in Part C.

Limitations
In spite of the merits of this work and its quest to introduce AI certification to the marketing and social media communities the novelty of our topic and approach comes with several noteworthy limitations. We will outline these in our respective parts.

Part A used a prospector approach because of the interdisciplinary nature of our literature. We followed Breslin and Gatrell (2023) but encourage a more traditional, structured literature review within the marketing field once the topic has matured. Our strong focus on certifying entities (from a consumer perspective) means that we had to leave important AI certification-relevant areas such as computational methods unincluded.

As our empirical study of Part B mainly served the purpose of providing an example of the use of our developed overview, we allowed for some methodological drawbacks, which we would like to describe further. Firstly, we acknowledge the standard limitations of online crowdfunding platforms, such as possible lower attention to the task and no stratified sampling, possibly reducing the quality of the data. However, using a crowd-working platform allows us to capture a more representative sample of the UK compared to a university lab setting (Buhrmester et al., 2011). We opted for Prolific as participants’ attention and overall data quality are higher than on other platforms such as MTurk and CrowdFlower (Eyal et al., 2021). Secondly, although we measured participants’ approval rates at the start of the questionnaire and opted for a between-subject design to shorten the questionnaire, scenario fatigue may still have occurred because of the amount and novelty of AI decisions. On average, participants spent $M = 8.56$ (SD = 6.36) minutes on the questionnaire. Thirdly, consumers limited knowledge about AI in general (Zhang and Dafoe, 2019) might have hindered their ability to understand differences between the AI entities and the different domains, as indicated by their lower self-reported AI expertise scores...
Besides addressing the above limitations, we very much believe that a deeper insight into the psychological reasons for consumers’ entity preference needs to be established. For that, a qualitative approach and additional empirical studies are interesting future research suggestions.

Part C provides a rich overview of research opportunities for AI certification in marketing and social media. Nonetheless, it can somewhat be seen as “present-oriented” and is currently limited to the state of AI certification. AI technology continually evolves; certification programs designed for today’s AI may not fit with the AI of tomorrow. However, some elements of AI certification are relatively durable, such as the concept of fairness, derived from universal ethical principles that apply to any AI technology and society in general (Cihon et al., 2021). Different actors will remain involved in AI over the years (such as consumers, companies and regulating entities), and while we acknowledge the dynamic nature of technology and AI certification, AI certification deserves attention in the marketing field and connects to literature on consumer trust and AI acceptance (Longoni et al., 2019; Yalcin et al., 2022; Zhu et al., 2022). In addition, trust in AI (certification) will likely play an important role in the larger marketing debate on AI acceptance. Our overview and research agenda provide opportunities to develop these fields further. In spite of these fundamental perspectives on AI certification, we acknowledge that the fast-paced nature of AI (development) might also require an even more futuristic look at the research agenda. To address this, we map out potential research areas for the upcoming years inspired by more mature, regulation-heavy adjunct fields (i.e. financial audit; Hay, 2015). Examples include the certification of more extensive data or even entire AI operations/organisations instead of single AI decisions (Cihon et al., 2021; Shneiderman, 2020; Yanisky-Ravid and Hallisey, 2019). In addition, intensified AI legislation may lead to a forced rotation of certifying entities, which could require the choice of entities within one category and alternative quality control methods (Hay, 2015). While globalisation might lead to an international set of ethical AI standards, we might also observe strong regional quality requirements, with a potential difference between developed and developing economies. There is even the potential for AI programs to detect bias in other AIs, removing human governance altogether (Cihon et al., 2021).
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## Appendix

<table>
<thead>
<tr>
<th>AI decision</th>
<th>Government</th>
<th>NGO</th>
<th>Commercial third-party</th>
<th>Self-declaration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social housing allocation</td>
<td>$M = 4.33$</td>
<td>$M = 4.16$</td>
<td>$M = 4.01$</td>
<td>$M = 4.06$</td>
</tr>
<tr>
<td>(SD = 1.87)</td>
<td>(SD = 1.88)</td>
<td>(SD = 2.01)</td>
<td>(SD = 1.97)</td>
<td></td>
</tr>
<tr>
<td>Pension allocation</td>
<td>$M = 4.58$</td>
<td>$M = 4.04$</td>
<td>$M = 4.00$</td>
<td>$M = 3.92$</td>
</tr>
<tr>
<td>(SD = 1.75)</td>
<td>(SD = 1.79)</td>
<td>(SD = 1.97)</td>
<td>(SD = 1.97)</td>
<td></td>
</tr>
<tr>
<td>Safety</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Predictive crime policing</td>
<td>$M = 5.18$</td>
<td>$M = 4.58$</td>
<td>$M = 4.15$</td>
<td>$M = 4.11$</td>
</tr>
<tr>
<td>(SD = 1.55)</td>
<td>(SD = 1.82)</td>
<td>(SD = 2.02)</td>
<td>(SD = 2.10)</td>
<td></td>
</tr>
<tr>
<td>Real-time analysis of safety cameras</td>
<td>$M = 5.20$</td>
<td>$M = 4.81$</td>
<td>$M = 4.26$</td>
<td>$M = 4.33$</td>
</tr>
<tr>
<td>(SD = 1.52)</td>
<td>(SD = 1.77)</td>
<td>(SD = 1.84)</td>
<td>(SD = 2.04)</td>
<td></td>
</tr>
<tr>
<td>Health</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imaging diagnostics</td>
<td>$M = 4.90$</td>
<td>$M = 4.80$</td>
<td>$M = 4.50$</td>
<td>$M = 4.29$</td>
</tr>
<tr>
<td>(SD = 1.68)</td>
<td>(SD = 1.73)</td>
<td>(SD = 1.80)</td>
<td>(SD = 1.92)</td>
<td></td>
</tr>
<tr>
<td>Public health prediction</td>
<td>$M = 5.25$</td>
<td>$M = 4.79$</td>
<td>$M = 4.23$</td>
<td>$M = 4.43$</td>
</tr>
<tr>
<td>(SD = 1.52)</td>
<td>(SD = 1.69)</td>
<td>(SD = 2.01)</td>
<td>(SD = 1.93)</td>
<td></td>
</tr>
<tr>
<td>Finance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Price of insurance</td>
<td>$M = 4.51$</td>
<td>$M = 4.40$</td>
<td>$M = 4.14$</td>
<td>$M = 4.21$</td>
</tr>
<tr>
<td>(SD = 1.73)</td>
<td>(SD = 1.70)</td>
<td>(SD = 1.96)</td>
<td>(SD = 1.94)</td>
<td></td>
</tr>
<tr>
<td>Height of mortgage</td>
<td>$M = 4.40$</td>
<td>$M = 4.21$</td>
<td>$M = 4.25$</td>
<td>$M = 4.00$</td>
</tr>
<tr>
<td>(SD = 1.80)</td>
<td>(SD = 1.79)</td>
<td>(SD = 1.86)</td>
<td>(SD = 2.00)</td>
<td></td>
</tr>
</tbody>
</table>

### Table A1.

Approval means and standard deviations per entity per AI decision
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