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Abstract

Purpose – The purpose of this paper is to investigate how access to financing for incremental as well as radical innovation activities is affected by firm-specific structural and behavioral characteristics.

Design/methodology/approach – Deploying a two-stage Heckman probit model on survey data spanning the period 2000–2013 and covering 1,169 firms, this paper analyzes the effect of a firm’s engagement in incremental and radical innovation on its likelihood to get constrained in their access to external finance, and how this effect is moderated by the firm’s age and size.

Findings – In line with earlier research, it is confirmed that the type of innovation matters for the access to external finance, but in a more nuanced way than generally portrayed. While incremental innovation activities have little negative effect on the access to external finance, radical innovation activities tend to be penalized by capital markets. This effect appears to be particularly strong for small firms.

Originality/value – This paper provides nuanced insights into the interplay between types of firm-level innovation activities, structural characteristic and access to external finance.
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1. Introduction

Access to external financing represents a critical factor in determining firms’ ability to survive, grow and engage in innovative activities (Beck and Demirguc-Kunt, 2006; Brancati, 2015; Mina et al., 2013; Musso and Schiavo, 2008). In turn, innovation is argued to be associated with competitive advantage (Chatzoglou and Chatzoudes, 2018). Innovation financing is therefore crucial to firms’ development. Large parts of this debate including our contribution have centered around external financing of innovation, yet similar arguments apply to the allocation of firm internal funding (Das et al., 2018). Some characteristics of firms make them less likely to raise the necessary external capital to fund innovation projects. In particular, firms who are young, small and engaged in innovation projects are said to be subject to information asymmetries between them and their potential financiers, hence, less likely to raise the necessary external capital to fund innovation projects (Carpenter and Petersen, 2002; Carreira and Silva, 2010; Freal, 2007; Hall, 2010; Lee et al., 2015). In addition to structural characteristics of firms, also a firm’s behavior matter for financiers. Hence, we pose the following overall research question:

RQ1. What is the relative importance of structural and behavioral factors in explaining financial constraints, and how do they interact?

In this paper, we contribute to the existing literature in the field in several manners. First and foremost, we investigate how access to external financing for innovation activities is...
affected by multiple types of firm-specific structural and behavioral characteristics. Here, we operationalize variables describing firms in their objective dimensions such as size, age, location and ownership as structural characteristics. Behavioral characteristics in turn are related to firms’ revealed quantity and quality of innovation activities. We propose an interaction between these characteristics, and consequently argue that not a single but rather certain combinations of structural and behavioral characteristics make firms less likely to meet their financial needs. Second, a large proportion of firms do not demand external finance, some because they do not need it (Nightingale and Coad, 2014), some because they might need it but do a self-assessment of their likelihood to obtain finance that discourage them from entering the loan market (Kon and Storey, 2003). A number of earlier surveys of financial constraints, some of which has inspired policy making in the field, has not taken demand and possible endogeneity problems into account rendering a possible biased estimation of both the extent and nature of the problem (Carreira and Silva, 2010; D’Este et al., 2012). Third, using a two-stage Heckman probit model accounting for the heterogeneous need for external finance, we analyze the impact of firms’ structural and behavioral characteristics on access to external capital. We use a unique firm-level data set composed of longitudinal survey data coupled with performance indicators, allowing us to incorporate micro-level firm characteristics. The data comprise a yearly survey of innovation activities and financial constraints that covers 14 years, from 2000 through 2013, with information on both demand and supply of external financing. Compared to traditional innovation surveys (such as the Community Innovation Survey (CIS)), the data include more frequent rounds of surveying and a more detailed set of questions on finance. A contribution of this study is therefore to provide a more fine-grained picture of financial constraints. Finally, most previous studies used dichotomous innovation indicators (e.g. Lee et al., 2015; Pellegrino and Savona, 2017), whereas we use a continuous innovation intensity measure that is arguably better suited to investigate the question “how much innovation is a good thing” (Freel, 2007; Freel et al., 2012).

We find evidence that the effect of innovation on capital demand and supply is not uniform, but rather interdependent with firm characteristics and behavior. Specifically, we find that the type of innovation matters, on its own right as well as a moderating factor. While incremental innovation activities have little effect on the access to external finance, radical innovation activities tend to be penalized by capital markets. This appears to be particularly true for small innovators. We link these findings to how capital markets assess information flows. We also relate the findings to the design and eligibility criteria of policy schemes to spur innovation finance and to what implications are for innovation managers.

The remainder of the paper is structured as follows. In Section 2, we first survey the existing literature with respect to earlier studies of financial constraints, and derive a set of testable hypotheses on the interplay of innovation intensity, firm characteristics and contextual factors. The empirical strategy, data and variables are presented and explained in Section 3. Section 4 reports the results, followed by a discussion in Section 5, followed by the concluding Section 6.

2. Financial constraints – theory and hypotheses
2.1 Asymmetric information and financial constraints
Asymmetric information has been recognized as a generic source of market failure in buyer–seller commodity markets (Akerlof, 1970) as well investor–investee capital markets (Myers and Majluf, 1984). Financial constraints can stem from asymmetric and imperfect information, leading to a high perceived uncertainty and the need for banks and other financiers to engage in costly gathering of firm-specific soft and private information for a proper assessment of creditworthiness (Berger et al., 2001; Carpenter and Petersen, 2002;
Hall, 2010; Stiglitz and Weiss, 1981). Because of the difficulties associated with such assessments, financiers employ different strategies in their screening procedures, including repeated contracts and relationship banking, specialization, monitoring and independent auditing and screening, milestone financing and collateral. However, not only are these measures costly to the financier, they are also insufficient to reveal all relevant information or compensate for what remains unknown. Even collateral may in the case of innovation be problematic as the assets in innovation projects are often intangible, involves sunk costs due to high specificity, and are closely linked to human capital (Hall, 2010). Financiers are therefore particularly skeptical at the outset of the financing process when assessing proposals from firms that either have characteristics that amplify information asymmetry, innovation, smallness, newness or are historically associated with high default risk.

Moreover, literature on risk, uncertainty and investments, inform us that the investment decision-making processes cannot be fully understood as an objective optimization process pursued by fully rational agents. This is due to that capital markets entail information inefficiencies and frictions consequently the information needed to fully assess an investment’s outcome is rarely complete (Jaffee and Russell, 1976), and asymmetrically distributed among market participants. Because of the incomplete information and complexity of foreseeing the outcome of investments investors make decisions under “bounded rationality” (Simon, 1955). Decision making is also guided by cognitive biases (McFadden, 2001) rooted in the investors’ beliefs, experiences and social influences. When investment decisions are characterized by high complexity and uncertainty, simple heuristics become increasingly important, in the present context objective characteristics of firms can gain increased attention in the decision-making process.

2.2 Financing innovation

Investments in innovation embody characteristics making them substantially different from other investments in several respects (Hall, 2010). From a financier perspective, investing in firms engaged in innovation activities is foremost associated with higher information asymmetries between firm and financier, and related with higher risk and uncertainty of investment outcomes (Dosi and Orsenigo, 1988). Due to these informational deficiencies, their often weaker balance sheets and frequent lack of fixed assets that could act as collateral, and generally higher technological, market and financial risk, innovative firms are said to have a greater need to communicate their merits to financiers (Brancati, 2015; Häussler et al., 2014).

2.2.1 Innovation intensity hindering access to external finance? The proposition that innovative firms are somewhat more likely to face financial constraints is supported by a growing body of empirical evidence. Freel (2007) argues for a nuanced understanding of innovation and financial constraints, finding that even though a little innovation seems to be positively impacting financial constraints, more intensively innovating and small firms appear to be less successful in obtaining external financing. Importantly, many of these earlier studies use innovation in the form of a dichotomous variable. We see a number of problems in these approaches and argue for new ways of measuring. Using dichotomous variables miss out important quantifications of innovation. Obviously, a large firm with a hundred products in their product portfolio where one of these is innovated (perhaps only incrementally) represents a very different situation than a small, radically innovating firm with one innovated (perhaps disruptive) product out of one or two in their portfolio. Statistically, they are treated alike in innovation statistics.

2.2.2 Types of innovation – R&D based incremental and radical. Up to now, the majority of studies have used firms in R&D-intensive industries (Hall, 2010), patenting firms or the simple separation of firms into innovative and non-innovative categories as proxies for
innovation (Lee et al., 2015; Pellegrino and Savona, 2017). For example, Hall (2010) argues that using R&D as a proxy for innovation is justified because it makes up a major portion of innovation expenditures in firms in CIS-like surveys. However, despite the fact that R&D expenditures are a substantial part of innovation expenditures, only a minority of innovating firms has any R&D at all. Many of the changes in products, processes and services are incremental, new-to-firm innovation. Consequently, it is important to recognize that innovation is ubiquitous and depends often on modes of doing and using technologies rather than being based on science or R&D (Jensen et al., 2007). It is likely that the type of innovation is important to financiers’ assessments. Mina et al. (2013) report firms engaged especially in process innovation (often associated with efficiency increasing incremental innovation) to attract more capital, while innovation projects with long-payoff periods deter financiers. They further highlight the limited validity of using R&D expenditure as sole measurement to relate firm level innovation with financial constraints. Similarly, Brancati (2015) incorporates organizational and managerial innovation in the analyses of financial constraints, hence, also broadening the innovation definition, and linking the type of innovation to financial constraints.

2.2.3 The hypothesis. These arguments lead to two hypotheses as in the present study first compensate for this caveat by using the innovation intensity of firms instead of the innovation frequency. In quantitative terms, this innovation intensity can be properly captured with the number of innovative products, processes and services introduced by the firm in a certain period. As an output measure of innovation intensity, it also captures what is easily visible to potential financiers. Second, leading to H1b, radical and incremental innovation (operationalized as respectively firms’ number of innovations, which are new to the market as opposed to innovations only new to the firm) are likely to be perceived differently by financiers. Incremental innovation activities are to a higher extent foreseeable in their outcome, hence, more appealing to investors than radically novel ones, consequently both types of innovation activities should be analyzed separately:

H1a. A firm’s innovation intensity increases its likelihood to experience external financial constraints.

H1b. The effect of innovation activity on the likelihood to experience external financial constraints is more pronounced for radical than for incremental innovation.

2.3 Structural characteristics: the liability of newness and smallness

In addition to innovation, as discussed above, the entrepreneurial finance literature consistently identifies two characteristics of firms as being associated with asymmetric information, and consequently more financial constraints: being young and/or small. This is ascribed to the liabilities of newness and smallness, asymmetric information, agency problems, and the high, fixed costs of screening and monitoring such firms when compared to the potential profit for the financing institution (Beck and Demirguc-Kunt, 2006; Canepa and Stoneman, 2008; Carreira and Silva, 2010; Fazzari et al., 1988; Murray, 1999).

Additionally, in the case of innovation-intense firms, or firms with radical innovation, investors with only a limited understanding of firms’ processes, products and markets face huge difficulties in assessing the quality of their innovation processes without undertaking substantial efforts in gathering tacit information. Until this point, we assumed the financier to be in need of understanding the very essence of the firm’s innovation activities. However, traditional financiers such as banks, representing the major source of external capital to firms, rely to a high degree on the available factual, or
hard, information, such as a firm's financial history, capital structure and available collateral, when assessing creditworthiness (as opposed to the strategies, capabilities, attitudes, etc. of firms and managers). By doing so, they leave the selection of opaque innovation projects to the firm, if the firm fulfills other requirements based on hard information. In this sense, hard and soft information regarding the firm can serve as imperfect substitutes for an assessment of creditworthiness without directly taking the nature of its innovation projects into account.

Yet, in the case of small or young firms, which tend to be more opaque to financiers (Berger et al., 2001), salient hard information such as rated debt, certified financial statements, annual reports, and other forms of codified signals and track records are often not available (Uzzi, 1999; Uzzi and Lancaster, 2003). In the absence of both hard and soft information, these particular types of firms may face substantial obstacles in obtaining external financing, especially for their innovation projects, and especially for the more radical innovation projects. As a result, firms with a certain set of characteristics appear to be consistently penalized by capital markets, namely, those that are young, small and technology based (e.g. Beck and Demirguc-Kunt, 2006; Canepa and Stoneman, 2008; Canton et al., 2013; Carreira and Silva, 2010; Colombo and Grilli, 2007; Freel, 2007; Giudici and Paleari, 2000; Hall, 2010). The simultaneous presence of these features will amplify the risk that financiers face. Consequently, we expect the effects of size and age, to positively moderate the effect of innovation intensity and radical innovation on its access to external capital:

**H2a.** Firm age as well as size moderate the negative effect of innovation intensity on external financial constraints, making the relationship weaker for old and large firms.

**H2b.** The moderating effect of age and size is more pronounced for radical than incremental innovation intensity.

The operationalization of our empirical strategy and the underlying theoretical model is illustrated in Figure 1[2].
3. Data and econometric strategy

3.1 Data sources and context

Our primary data come from a survey of private firms with at least five employees in the manufacturing, business services, and building and construction industry, located in Denmark’s North Jutland region. Initial sampling was done in a manner that ensured representativeness for the population of above-mentioned firms in the region, and the yearly surveys were adjusted to ensure that the sample continued to be representative for the population.

Respondents annually responded to questions regarding their views of the past, present and future development of variables like production, employment, profit, innovation activities and access to financial capital. Due to the innovation finance focus of the survey, we only included firms reporting that they currently engage in innovation activities or plan to do so in the future. To ensure a shared understanding, the questions on innovation were posed only to a sub-sample of the population of private sector firms, such as those in the manufacturing industry and business services. The phrasing of the questions largely followed the form in which CIS pose questions on innovation and finance (e.g. Canepa and Stoneman, 2008; Pellegrino and Savona, 2017), making the results partly comparable to studies based on CIS data. Direct comparisons with, e.g., CIS are, though, difficult because we study yearly innovation in a 10 year time period and use innovation intensity as our primary innovation variable. But as explained in Section 3.3, below 40 percent of firms in our sample introduced an innovation. Compared to CIS-figures this is broadly in line with the level of innovation frequency in Denmark. Other variables in CIS and our survey results are also on par, indicating that we adequately capture innovation activities not only in the region but also in Denmark.

Our case region is located in the north of Denmark. Regional differences in Denmark are relatively small, and as Denmark has for several years been in the top-3 of the European Innovation Scoreboard (Hollanders and Es-Sadki, 2017) this is an adequate setting to study both incremental and radical innovation. There is one urban center in the region, Aalborg, and the industry structure is somewhat different within the region, with the majority of R&D-based firms being in the Aalborg area. We control for this difference in our analyses.

3.2 Variable description

The following subsection briefly describes the variables utilized in the empirical analysis and gives suggestions regarding their impact. A summary of all variables and their computation can be found in Table I.

Dependent variables. Since we employ a two-stage selection model, we have a main dependent variable of interest on the second stage, as well as a qualifying selection variable on the first stage. Our main dependent variable of interest (constraints) is dichotomous and derived from the survey answers whether the firm experienced constraints in raising external capital to finance innovation projects in the corresponding period (0: No, 1: Yes). Hence, following a number of earlier studies of financial constraints such as Brancati (2015), Mohnen et al. (2008), Savignac (2008), and Silva and Carreira (2012), our key variables are self-reported. The question is first asked broadly on any type of capital to finance innovation, which is the question we use. In an additional survey question it is asked whether debt or equity is the primary constraint. While it ideally would be nice to know about the objectives and scale of financing needs as well as the nature of the constraints (pure rationing, too high price, too much demand of collateral) and the specific financing sources (banks, venture capital, etc.) the questions capture broadly several relevant aspects of innovation financing. Additionally, in our selection model, we consider a variable (demand finance) which represents the firms’ general need for external capital to finance innovation projects. On a five-point Likert scale, firms were asked to rate the importance of external finance for their innovation activities (5: very high, 4: high, 3: medium, 2: low, 1: very low/none). We transformed it into a
A dichotomous variable taking the value of 1 for firms that report external finance to have at least some importance (value > 2). We employ this variable in the first step of our analyses to take into account endogenous selection of firms seeking external finance, similar to the approach of Mina et al. (2013).

**Independent variables.** Behavioral variables: innovation intensity. In the survey, firms list whether they have introduced new products, processes or services that are either new only to the firm (incremental) or to the market/world (radical) and if so, how many. In contrast with studies measuring innovation activities in a dichotomous way, we utilize this information on the number of introduced incremental and radical innovations to create a continuous measure of innovation intensity. While innovation is generally considered a source of information asymmetries, we expect this effect to soften with increasing innovation intensity. Firms that frequently engage in a high number of innovation projects are likely to develop routines to manage this process in a more structured way, which may be associated with increasing documentation and therefore higher transparency. Therefore, the variables incremental (inno inc) and radical (inno rad) innovation intensity are transformed by their natural logarithm in all regression models.

Structural characteristics: firm size and age. We include the firm-specific structural characteristics most commonly associated with financial constraints, size (in number of employees) and age (in years), to account for the possible effects of the “liability of newness” (Stinchcombe and March, 1965) and “liability of smallness” (Aldrich and Auster, 1986). However, once a firm develops a track record for a number of years, asymmetric information problems stemming from a lack of historical data are likely to be alleviated, and further benefits from ageing only manifest in possible reputation effects and increasing strength of the financier-firm relationship. We suggest the same pattern for size (Brancati, 2015), where at a certain size, legal disclosure requirements, and the establishment of professional finance and accounting management eliminate a substantial share of information asymmetries. To account for the assumed decreasing marginal impact as well as the skewness of the variable distribution, size and age also enter the regression models in their natural logarithm.

### Table I. Variable descriptions

<table>
<thead>
<tr>
<th>Variable Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variables</strong></td>
<td></td>
</tr>
<tr>
<td>Need finance</td>
<td>Firm in need for external finance</td>
</tr>
<tr>
<td>Constraints</td>
<td>Firms experienced finance constraints</td>
</tr>
<tr>
<td><strong>Behavior: innovation intensity</strong></td>
<td></td>
</tr>
<tr>
<td>inno inc</td>
<td>Firms number of introduced incremental innovation, natural logarithm: ln (1 + x)</td>
</tr>
<tr>
<td>inno rad</td>
<td>Firms number of introduced radical innovation, natural logarithm: ln (1 + x)</td>
</tr>
<tr>
<td><strong>Structure</strong></td>
<td></td>
</tr>
<tr>
<td>size</td>
<td>Firms employees, natural logarithm: ln (x)</td>
</tr>
<tr>
<td>age</td>
<td>Firms age in years, natural logarithm: ln(x)</td>
</tr>
<tr>
<td><strong>Conditions for innovation</strong></td>
<td></td>
</tr>
<tr>
<td>imp tech</td>
<td>Perception: high importance of access to technology</td>
</tr>
<tr>
<td>imp IPR</td>
<td>Perception: high importance of IPR</td>
</tr>
<tr>
<td>imp market</td>
<td>Perception: high importance of market knowledge</td>
</tr>
<tr>
<td><strong>Controls</strong></td>
<td></td>
</tr>
<tr>
<td>regionmet</td>
<td>Firm located in a metropolitan region</td>
</tr>
<tr>
<td>industry</td>
<td>Firm industry, (0) others, (1) manufacturing, (2) service, communication and finance</td>
</tr>
<tr>
<td>legal form</td>
<td>Firm legal form, (0) others, (1) public traded, (2) limited liability</td>
</tr>
<tr>
<td>subsidiary</td>
<td>Firm is a subsidiary</td>
</tr>
</tbody>
</table>
**Conditions for innovation.** We further utilized the answers to additional questions on general opinions and impressions of the firm that might provide insights regarding the type of innovation likely to be produced. *imp. tech* represents a dummy variable taking a value of 1 if the firm believes that technological knowledge is of high or highest importance to its business (on a five-point Likert scale), indicating that the firm is technology based. *imp. IPR* relates to the firm’s assessment of the importance of intellectual property protection, and is an indicator for more technology-based firms operating in an environment where innovation outcomes can be codified and protected. Finally, *imp. market* is about the belief that market knowledge is vital for the firm, indicating competitive, complex and changing market conditions.

**Control variables.** Region. The firm’s environment is assumed to influence its access to external financing in other ways than indicated above. The regional setting in which the firms is embedded can make an impact (Lee and Brown, 2016). Consequently, we introduce categorical control variables for the firm’s location on municipality level. Since the assessment of small, young and innovative firms can be facilitated by tacit knowledge exchange and social proximity, and since financial institutions tend to cluster in urban areas, we expect firms in less densely populated regions outside the Aalborg region, North Jutland’s urban core, to be more likely to face financial constraints. Therefore, we include dummy variables indicating if the firm is located in the inner Aalborg metropolitan area (*region_{med})*.

Industry. Firms in the manufacturing industry usually embody a higher share of tangible assets suitable to serve as collateral, and thus are favored by asset-based creditability evaluation techniques. Furthermore, production processes and their output may be better understood and valued than the somewhat intangible work of service firms. Therefore, we suggest, in accordance with earlier literature (Canepa and Stoneman, 2008), that industry affiliation matter to financial constraints, specifically that firms in the manufacturing industry to be less likely to face financial constraints. We introduce categorical control variables for the firm’s industry affiliation (manufacturing, service, others).

Ownership structure and legal form. We also expect the firm’s ownership structure to matter. More precisely, if it is a subsidiary, it may be nurtured by its parent company, and thus be less in need of external financing (Mina *et al.*, 2013).

The firms’ legal form makes them likely to differ in demand and access to external capital. Publicly traded companies have access to finance themselves on public capital markets and therefore have less demand for other sources of external financing than firms of other legal forms. Among privately owned businesses, we assume limited liability firms to be more likely to experience financial constraints than sole proprietorship, in which the firm’s credit is backed by the private wealth of the entrepreneur.

### 3.3 Descriptive statistics

The refined data set represents an unbalanced panel containing 8,447 observations of 2,723 unique firms. Only a sub-population of firms was asked to answer the set of innovation and financial constraints-related questions relevant for this study, which leaves us with 2,822 observations of 1,169 unique firms, whose participation in the different survey waves ranges from 1 to 12 times, where about 25 percent of firms participated in 2 or fewer and 95 percent in 7 or fewer waves. In the rare cases (< 5 percent of observations) of missing data on firm characteristics and survey question replies of the independent variables, we used multivariate imputation techniques.

Table II provides descriptive statistics at the firm level. A total of 63 percent of the firms in our sample express the need for external finance at all, while the remaining share prefer to finance innovation projects by internal means. A total of 30 percent of those in need of external finance report that they experienced financial constraints in external innovation finance in the corresponding observation period. The average firm has slightly fewer than
50 employees and an age of about 17 years, where both variables are left skewed (cf. Figure 2). About a quarter of the firms consider knowledge on market conditions as crucial to their success, whereas only 9 percent think so regarding technological knowledge and IPR. Over 40 percent report that they introduced at least one product, process, or service new to the firm in the corresponding period. A slightly lower percentage introduced innovations new to the industry and the market, and roughly 70 percent planned to start innovation projects in the next year. Firms introduced an average of 4.06 incremental and 1.59 radical innovations per firm and year. Figure 2 provides visual representation of the distribution and pairwise scatterplots between the numerical variables used.

The results of a bivariate analysis, presented in a pairwise correlation matrix in Table III, provide the first insights into the general interplay among innovation intensity, the need for financing, structural variables and financial constraints. As expected, size is negatively correlated with financial constraints, while surprisingly age does not. While incremental as well as radical innovation intensity is not associated with increased need for external finance, radical innovation intensity significantly correlates with financial constraints. However, no strong correlation indicating co-linearity can be found, as also confirmed by an analysis of the variance inflation factors of all variables in the used econometric models.

Table IV provides an overview on firm statistics by different size and age classes. On first glance our sample seems to be dominated by medium sized and medium aged companies, as to be expected[7]. With respect to financial needs as well as constraints, we see both to be higher for small as well as even though less pronounced for small firms. Old and large firms tend to introduce more incremental innovations. For radical innovation, that also holds for large firms, yet not for old, which in fact turn out to introduce radical innovation at a lower rate.

3.4 Model setup and empirical strategy
Our data set represents an unbalanced panel, where roughly half of the firms participated in 1 wave and the other half in 2–12, regressively developing. Accordingly, we deploy a pooled model and include year dummies to capture longitudinal variance of the effects. To address the issue of serial correlation among multiple observations of the same firm, we relax the assumption that standard errors are independently and identically distributed by clustering them at the firm level, which allows for within-group correlation.
The dichotomous nature of our dependent variable and the very nature of our survey data suggest the use of a probit model. To analyze the interplay between supply and demand for external financing for innovation, we chose a two-stage model with endogenous selection, which allowed us to construct a consistent model for decisions both to seek and to obtain
financing for innovation projects, where the former obviously represents the prerequisite for
the latter. This is done with a technique equivalent to the well-established two-stage
Heckman correction in linear models (Heckman, 1979), applied for bivariate probit models
(Van de Ven and Van Praag, 1981) and estimating a firm’s likelihood to experience financial
constraints by full maximum likelihood. We use the same variables to estimate the
likelihood of being in need of external finance and also to experience financial constraints,
while we add an additional “exclusion restriction” in on the first stage. Here, we follow Mina
et al. (2013) by utilizing the information if the firm is a
subsidiary, which could be financially
supported by the parent company.

We execute our econometric analysis as follows. Model 1 includes control variables for
the corresponding year, the firm’s industry affiliation and its legal form, some basic firm
characteristics, its incremental and radical innovation intensity (H1a and H1b), and its
perceived importance of some factors associated with innovation. In model 2, we add an
interaction term between the firms’ incremental innovation intensity and its structural
characteristics size and age (inc. inno*size$^{-1}$, inc. inno*age$^{-1}$). To test the interplay between
innovation intensity and the liability of newness and smallness, we reverse the magnitude of
both age and size to have high values for young and small firms, and vice versa. We do the
same in model 3 for radical innovation intensity (rad. inno*size$^{-1}$, rad. inno*age$^{-1}$). In both
models, we test if young and small firms are over-proportionally affected by the assumed
negative impact of innovation intensity on the access to external finance (H2a), and by their
comparison if the type of innovation activity matters (H2b).

4. Results

4.1 Regression results

The results of the two stage Heckman Probit model for endogenous selection are reported in
Table V, where we fit a model that predicts the probability of a firm to experience financial
constraints (second stage), conditional to its need for external finance.

Even though the first stage is not of main interest for our analysis, it is necessary for
endogeneity reasons and results may be interesting in themselves. We, however, in the
following focus on the results of the second stage, where we test the firm’s likelihood to
experience financial constraints. In model I, we see that size matters to obtaining financing, as
increasing size reduces the chances of being constrained, significant at least at the 1 percent
level. In line with H1a and H1b, radical innovation intensity is associated with a higher

<table>
<thead>
<tr>
<th>Variables</th>
<th>≤50</th>
<th>51–100</th>
<th>&gt; 100</th>
<th>≤10</th>
<th>11–25</th>
<th>&gt; 25</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td>0.76</td>
<td>0.14</td>
<td>0.10</td>
<td>0.33</td>
<td>0.46</td>
<td>0.21</td>
</tr>
<tr>
<td>Need finance</td>
<td>0.64</td>
<td>0.62</td>
<td>0.60</td>
<td>0.65</td>
<td>0.62</td>
<td>0.63</td>
</tr>
<tr>
<td>Constraints</td>
<td>0.32</td>
<td>0.31</td>
<td>0.16</td>
<td>0.33</td>
<td>0.29</td>
<td>0.30</td>
</tr>
<tr>
<td>size*</td>
<td>19.21</td>
<td>73.65</td>
<td>249.89</td>
<td>37.65</td>
<td>47.32</td>
<td>79.00</td>
</tr>
<tr>
<td>age*</td>
<td>16.01</td>
<td>20.67</td>
<td>25.02</td>
<td>6.56</td>
<td>17.18</td>
<td>35.95</td>
</tr>
<tr>
<td>inno inc*</td>
<td>3.74</td>
<td>6.62</td>
<td>7.03</td>
<td>4.44</td>
<td>4.03</td>
<td>4.12</td>
</tr>
<tr>
<td>inno rad*</td>
<td>1.65</td>
<td>2.27</td>
<td>3.18</td>
<td>2.14</td>
<td>2.02</td>
<td>1.21</td>
</tr>
<tr>
<td>imp tech</td>
<td>0.09</td>
<td>0.08</td>
<td>0.09</td>
<td>0.08</td>
<td>0.10</td>
<td>0.09</td>
</tr>
<tr>
<td>imp tpr</td>
<td>0.09</td>
<td>0.08</td>
<td>0.11</td>
<td>0.10</td>
<td>0.10</td>
<td>0.07</td>
</tr>
<tr>
<td>imp market</td>
<td>0.22</td>
<td>0.26</td>
<td>0.32</td>
<td>0.23</td>
<td>0.24</td>
<td>0.24</td>
</tr>
<tr>
<td>region met</td>
<td>0.59</td>
<td>0.57</td>
<td>0.52</td>
<td>0.58</td>
<td>0.58</td>
<td>0.59</td>
</tr>
<tr>
<td>subsidiary</td>
<td>0.15</td>
<td>0.14</td>
<td>0.24</td>
<td>0.10</td>
<td>0.19</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Note: *For the sake of clarity, firm size (employees), age (years), incremental and radical innovation (count) are
here displayed in full number and not in logarithmic transformation, which is used in the regression models.

Table IV: Cross-tabulations: firm size and age
<table>
<thead>
<tr>
<th>Variable</th>
<th>Coeff.</th>
<th>SE</th>
<th>AME</th>
<th>Coeff.</th>
<th>SE</th>
<th>AME</th>
<th>Coeff.</th>
<th>SE</th>
<th>AME</th>
<th>Coeff.</th>
<th>SE</th>
<th>AME</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st stage – dependent variable: need finance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>subsidiary</td>
<td>-0.181***</td>
<td>(0.052)</td>
<td></td>
<td>-0.193***</td>
<td>(0.055)</td>
<td></td>
<td>-0.136***</td>
<td>(0.039)</td>
<td></td>
<td>-0.171***</td>
<td>(0.042)</td>
<td></td>
</tr>
<tr>
<td>industry = Manu</td>
<td>0.118</td>
<td>(0.063)</td>
<td></td>
<td>0.124*</td>
<td>(0.063)</td>
<td></td>
<td>0.112</td>
<td>(0.062)</td>
<td></td>
<td>0.122</td>
<td>(0.062)</td>
<td></td>
</tr>
<tr>
<td>industry = Service</td>
<td>-0.0838</td>
<td>(0.092)</td>
<td></td>
<td>-0.073</td>
<td>(0.092)</td>
<td></td>
<td>-0.088**</td>
<td>(0.086)</td>
<td></td>
<td>-0.083</td>
<td>(0.092)</td>
<td></td>
</tr>
<tr>
<td>legal = Public</td>
<td>-0.178*</td>
<td>(0.070)</td>
<td></td>
<td>-0.187**</td>
<td>(0.070)</td>
<td></td>
<td>-0.153*</td>
<td>(0.061)</td>
<td></td>
<td>-0.184**</td>
<td>(0.070)</td>
<td></td>
</tr>
<tr>
<td>legal = Private</td>
<td>-0.0531</td>
<td>(0.080)</td>
<td></td>
<td>-0.057</td>
<td>(0.081)</td>
<td></td>
<td>-0.032</td>
<td>(0.075)</td>
<td></td>
<td>-0.063</td>
<td>(0.081)</td>
<td></td>
</tr>
<tr>
<td>regionmet</td>
<td>-0.141*</td>
<td>(0.061)</td>
<td></td>
<td>-0.143*</td>
<td>(0.061)</td>
<td></td>
<td>-0.136*</td>
<td>(0.060)</td>
<td></td>
<td>-0.139*</td>
<td>(0.061)</td>
<td></td>
</tr>
<tr>
<td>imp tech</td>
<td>0.00112</td>
<td>(0.086)</td>
<td></td>
<td>-0.003</td>
<td>(0.087)</td>
<td></td>
<td>0.017</td>
<td>(0.084)</td>
<td></td>
<td>0.002</td>
<td>(0.086)</td>
<td></td>
</tr>
<tr>
<td>imp ipr</td>
<td>0.0472</td>
<td>(0.090)</td>
<td></td>
<td>0.0495</td>
<td>(0.090)</td>
<td></td>
<td>0.044</td>
<td>(0.089)</td>
<td></td>
<td>0.060</td>
<td>(0.089)</td>
<td></td>
</tr>
<tr>
<td>imp market</td>
<td>0.0184</td>
<td>(0.060)</td>
<td></td>
<td>0.0130</td>
<td>(0.060)</td>
<td></td>
<td>0.031</td>
<td>(0.058)</td>
<td></td>
<td>0.020</td>
<td>(0.060)</td>
<td></td>
</tr>
<tr>
<td>sizein</td>
<td>-0.246</td>
<td>(0.199)</td>
<td></td>
<td>-0.101</td>
<td>(0.303)</td>
<td></td>
<td>-0.547*</td>
<td>(0.229)</td>
<td></td>
<td>-0.264</td>
<td>(0.314)</td>
<td></td>
</tr>
<tr>
<td>agein</td>
<td>-0.331</td>
<td>(0.192)</td>
<td></td>
<td>-0.346</td>
<td>(0.279)</td>
<td></td>
<td>-0.164</td>
<td>(0.239)</td>
<td></td>
<td>-0.214</td>
<td>(0.289)</td>
<td></td>
</tr>
<tr>
<td>inno incln</td>
<td>0.176</td>
<td>(0.141)</td>
<td></td>
<td>-0.110</td>
<td>(0.093)</td>
<td></td>
<td>0.138</td>
<td>(0.139)</td>
<td></td>
<td>-0.235</td>
<td>(0.746)</td>
<td></td>
</tr>
<tr>
<td>inno radln</td>
<td>-0.239</td>
<td>(0.194)</td>
<td></td>
<td>-0.258</td>
<td>(0.194)</td>
<td></td>
<td>0.136</td>
<td>(0.902)</td>
<td></td>
<td>0.167</td>
<td>(1.022)</td>
<td></td>
</tr>
<tr>
<td>inno incln * agein^{-1}</td>
<td>-0.094</td>
<td>(0.897)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>inno incln * sizein^{-1}</td>
<td>0.559</td>
<td>(0.892)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>inno radln * agein^{-1}</td>
<td>1.217</td>
<td>(1.256)</td>
<td></td>
<td>1.603</td>
<td>(1.398)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>inno radln * sizein^{-1}</td>
<td>-1.676</td>
<td>(1.136)</td>
<td></td>
<td>-2.153</td>
<td>(1.265)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year Controls</td>
<td>Yes</td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2nd stage – dependent variable: constraints</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>regionmet</td>
<td>-0.033</td>
<td>(0.070)</td>
<td></td>
<td>-0.049</td>
<td>(0.080)</td>
<td></td>
<td>-0.056</td>
<td>(0.085)</td>
<td></td>
<td>-0.025</td>
<td>(0.061)</td>
<td></td>
</tr>
<tr>
<td>imp tech</td>
<td>-0.022</td>
<td>(0.093)</td>
<td></td>
<td>-0.009</td>
<td>(0.097)</td>
<td></td>
<td>-0.013</td>
<td>(0.085)</td>
<td></td>
<td>-0.005</td>
<td>(0.085)</td>
<td></td>
</tr>
<tr>
<td>imp ipr</td>
<td>-0.051</td>
<td>(0.093)</td>
<td></td>
<td>-0.012</td>
<td>(0.096)</td>
<td></td>
<td>-0.008</td>
<td>(0.087)</td>
<td></td>
<td>-0.021</td>
<td>(0.067)</td>
<td></td>
</tr>
<tr>
<td>imp market</td>
<td>-0.054</td>
<td>(0.065)</td>
<td></td>
<td>-0.020</td>
<td>(0.068)</td>
<td></td>
<td>-0.023</td>
<td>(0.068)</td>
<td></td>
<td>-0.010</td>
<td>(0.063)</td>
<td></td>
</tr>
<tr>
<td>sizein</td>
<td>-1.012***</td>
<td>(0.296)</td>
<td></td>
<td>-0.524</td>
<td>(0.349)</td>
<td></td>
<td>-0.159</td>
<td>(0.230)</td>
<td></td>
<td>-0.229</td>
<td>(0.175)</td>
<td></td>
</tr>
<tr>
<td>agein</td>
<td>0.382</td>
<td>(0.205)</td>
<td></td>
<td>0.089</td>
<td>(0.308)</td>
<td></td>
<td>0.068</td>
<td>(0.237)</td>
<td></td>
<td>0.0421</td>
<td>(0.304)</td>
<td></td>
</tr>
<tr>
<td>inno incln</td>
<td>-0.445**</td>
<td>(0.161)</td>
<td></td>
<td>-0.162</td>
<td>(0.958)</td>
<td></td>
<td>-0.136</td>
<td>(0.140)</td>
<td></td>
<td>-0.164</td>
<td>(0.874)</td>
<td></td>
</tr>
<tr>
<td>inno radln</td>
<td>3.276***</td>
<td>(0.390)</td>
<td></td>
<td>1.447</td>
<td>(0.543)</td>
<td></td>
<td>1.454</td>
<td>(1.032)</td>
<td></td>
<td>1.694</td>
<td>(1.278)</td>
<td></td>
</tr>
<tr>
<td>inno incln * sizein^{-1}</td>
<td>-0.496</td>
<td>(1.061)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(continued)
<table>
<thead>
<tr>
<th>Variable</th>
<th>Coeff.</th>
<th>SE</th>
<th>AME</th>
<th>Coeff.</th>
<th>SE</th>
<th>AME</th>
<th>Coeff.</th>
<th>SE</th>
<th>AME</th>
<th>Coeff.</th>
<th>SE</th>
<th>AME</th>
</tr>
</thead>
<tbody>
<tr>
<td>inno inc&lt;sub&gt;n&lt;/sub&gt; * size&lt;sub&gt;n&lt;/sub&gt; &lt;sup&gt;-1&lt;/sup&gt;</td>
<td>3.383**</td>
<td>(1.300)</td>
<td>.</td>
<td>.</td>
<td>1.214</td>
<td>(1.170)</td>
<td>.</td>
<td>.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>inno rad&lt;sub&gt;n&lt;/sub&gt; * age&lt;sub&gt;n&lt;/sub&gt; &lt;sup&gt;-1&lt;/sup&gt;</td>
<td>-1.316</td>
<td>(1.371)</td>
<td>.</td>
<td>-1.433</td>
<td>(1.553)</td>
<td>.</td>
<td>.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>inno rad&lt;sub&gt;n&lt;/sub&gt; * size&lt;sub&gt;n&lt;/sub&gt;</td>
<td>6.059***</td>
<td>(1.235)</td>
<td>.</td>
<td>5.379***</td>
<td>(1.470)</td>
<td>.</td>
<td>.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Industry Controls</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Legal Controls</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Region Controls</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year Controls</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N 1st stage</td>
<td>2,822</td>
<td>2,822</td>
<td>2,822</td>
<td>2,822</td>
<td>2,822</td>
<td>2,822</td>
<td>2,822</td>
<td>2,822</td>
<td>2,822</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N 2nd stage</td>
<td>1,790</td>
<td>1,790</td>
<td>1,790</td>
<td>1,790</td>
<td>1,790</td>
<td>1,790</td>
<td>1,790</td>
<td>1,790</td>
<td>1,790</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log Likelihood</td>
<td>-2,893</td>
<td>-2,806</td>
<td>-2,802</td>
<td>-2,799</td>
<td>-2,799</td>
<td>-2,799</td>
<td>-2,799</td>
<td>-2,799</td>
<td>-2,799</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Dependent variable: financial constraints. Standard errors clustered on firm level in parentheses. ***,***Significant at 10, 5, 1 percent levels, respectively

Table V. Radical and incremental innovation
probability of being financially constrained, also significant at the 1 percent level. This is not true for incremental innovation, which is also significant (5 percent), but against initial expectation shows a negative but not significant coefficient, lending support to $H1b$, and at the same time calling for more nuanced understanding of the relationship between different types of firm level innovation activities and financial constraints (Brander et al., 2002).

In model II, we introduce interaction terms with the structural characteristics age and size and the behavioral variable $(\text{innoinc}_i * \text{size}^{-1}, \text{innoinc}_i * \text{age}^{-1})[8]$. Here, results spur some interesting observations. First, the magnitude of the effect of age on the likelihood of experiencing financial constraints sharply declines, and turns insignificant. Incremental innovation intensity decreases in intensity, now on the 10 percent level. In contrast, the interaction term between incremental innovation intensity and the liability of smallness shows a high and positive coefficient, significant at the 5 percent level, indicating in favor of $H2a$ that high innovation intensity and smallness indeed amplify each other's negative effect on access to external finance. We yet do not find a significant effect of being young and at the same time displaying a high innovation intensity, leading to a partial rejection of $H2a$.

In combination of the bivariate analysis (cf. Table III, where age positively correlates with radical and more so with incremental innovation), that indicates financial constraints with respect to age to be an outcome of heterogeneous innovation activities across age classes[9].

In Figure 3, we plot the estimated average marginal effect of incremental and radical innovation intensity against different levels of the liability of smallness and newness. In the

![Figure 3](image)

**Notes:** The plots for incremental innovation refer to the second stage of model II, for radical innovation refer to the second stage of model III. In the interaction term, both the logarithmic measure for firm age and size are reversed in order to capture the liability of newness and liability of smallness. (a) AME of radical innovation by liability of smallness; (b) AME of radical innovation by liability of newness; (c) AME of incremental innovation by liability of smallness; (d) AME of incremental innovation by liability of newness
lower row, we see that incremental innovation intensity decreases the likelihood of experiencing financial constraints in the case of large firms, while this effect increasingly vanishes for smaller firms (left side). Consequently, financial markets appear to reward incremental innovation with a premium access to capital, while being agnostic for such activity in the case of small firms. The effect of age (right side), however, is less conclusive. While the marginal effects of incremental innovation conditional to firm age for the most part are not significantly different from zero, for a small range of medium old firms incremental innovation appears to decrease the likelihood of experiencing financial constraints. In conclusion, our results indicate large firms to actually be rewarded by providers of external capital for engaging in incremental innovation activity, which are in turn agnostic regarding similar activity in small firms, and do not exhibit strong preferences across age classes.

In model III we introduce interaction terms of again the firm’s age and size with its intensity in radical innovation activity \((innorad_{ln})\). Interestingly, when introducing the interaction term, the main effect of radical innovation intensity on financial constraints vanishes in coefficient size as well as significance, while the main effect of incremental innovation activity remains negative and significant. While like in the former model the interaction term with the liability of newness remain insignificant, the one with the liability of smallness is significant at the 1 percent level, and shows the highest coefficient so far with almost twice the magnitude of the interaction with incremental innovation activity in the former model. Indeed, financiers appear to be far more sensitive toward radical compared to incremental innovation. In Figure 3, we see the estimated average marginal effect to be close to zero for very big firms, while progressively increasing the likelihood of experiencing financial constraints for smaller firms. In contrast to the results on incremental innovation, there appears to be no upside to radical innovation activity with respect to access to capital. While the effect for small firms is strongly negative, it in the best case becomes insignificantly different from zero for very large firms. As already indicated by the coefficient, no significant effect across age classes can be found. This result also holds when we in model IV test for all interaction terms jointly[10]. In summary, size enables firms to compensate for the negative effect of radical innovation activity, but not more. This, however, does not hold true for age.

4.2 Robustness tests
To evaluate the robustness of our findings, we carried out additional robustness tests. First, we test for omitted time-invariant variables on firm level by running both the finance demand (first stage) and supply model (second stage) separately deploying a fixed effects probit model. For our structural and innovation variables, we also tried different transformations (other than the here applied logarithmic one) such as the square-root, and also the non-transformed terms. Further, we ran a set of models where we replaced our continuous variables for innovation intensity with the traditionally used dichotomous version. Our variable indicating demand for finance (selection criterion on the first stage) was derived from a 1–5 Likert scale, where we classified firms answering with 2 or higher (access external finance of some importance for the company). We repeated the analyses with an adjusted threshold of 3 or 4 (medium-high importance). While the results remain similar, this led to an incomplete overlap between firms in need of finance and firms that report financial constraints, meaning that some firms report being constrained but are classified as in no need for external finance.

To control for the effect of the firm’s financial performance on access to external finance, we additionally run all models including the firms self-assessed current and future profit expectations. Interestingly enough, these variables turned out to be insignificant in all cases, and did not distort the basic results. To account for possible optimism or pessimism biases caused by the firm’s own evaluation of profits, we also replaced the self-reported profits with
balance sheet data from Danish register data (which is unfortunately only available for a subset of firms). While mostly not as pronounced, all results point in a similar direction.

The period we analyze span across the financial crisis and it can be presumed that this has an effect on conditions for obtaining external finance (Cowling et al., 2012, 2018; Lee et al., 2015; Vermoesen et al., 2009). In our empirical analyses, we included year dummies to capture potential effects from changes in business cycles but additionally we introduced a number of macroeconomic business cycle indicators but found no effect on the main findings from this.

Since in our sample small as well as large firms are slightly over-represented, we re-ran all our models with bootstrapped (jackknife, 500 rep.) standard errors to adjust for potential sampling issues, also ran a model adjusted by population weights, and finally a model where we re-sampled our data to have a distribution of firm size in line with the corresponding Danish CIS data. All those measures led to almost identical results. All robustness tests remain unreported, but are available on request.

5. Discussion

While financiers seem to generally cope with “new-to-the-firm” incremental innovation and even reward them with higher access to external finance, more radical and uncertain “new-to-the-world” activities appear to deter them. As we discuss in more detail in the concluding section this result can be seen in light of the results of Beck et al. (2016) who find that public funding schemes show higher additionality when supporting radical innovation rather than incremental innovation. Indeed, as Grilli et al. (2018) emphasize, the literature on evaluating RD investments has perhaps been too pre-occupied with short-term, narrow input additionality compared to investments in broader mission-oriented projects, which in turn are likely to need radical innovation. Financiers might be more willing to accept incremental endeavors close to what is already known on the market, but be deterred by more radical and technology-based ones (Howell, 2016; Mina et al., 2013; Westhead and Storey, 1997). Similar arguments apply to the internal processes within firms where management decides on which innovation projects are funded and which are closed. Firms may realize that in addition to external barriers there are too many internal or external financial barriers and financial sources that over the life cycle of an innovation project may cause firms to abandon innovation projects (García-Quevedo et al., 2018). Relatively few quantitative studies survey internal financial barriers but in particular for large firms we propose that similar mechanisms apply as with external finance.

On a more detailed level of aggregation we found strong evidence for the liability of smallness hypothesis, but not for liability of newness. Although several studies point to that age impact financial constraints, some studies contrast this and find no evidence for the impact of age on financial constraints. For example, Brancati (2015) similarly find strong evidence for size, but not for age. This spur questions around which structural variables are important to financiers when assessing funding of innovative firms. One possible explanation to this result is that financiers value collateral, which is more likely to be in larger firms.

A final point for discussion is whether results are highly contextual in time. In the aftermath of the financial crisis there are indications that investors are avoiding long-term, radical innovation projects (Grilli et al., 2018; Paunov, 2012), and firms may likewise abstain from radical innovation. The potential reluctance to finance radical innovations may have consequences for the speed and direction of future firm-level growth paths as well as societal technological changes (Dosi, 1990; King and Levine, 1993; Mazzucato, 2013; Mazzucato and Semieniuk, 2018; Tylecote, 2007).

6. Conclusion

In this study, we build on previous theories and studies on demand and constraints for financing for different types of firms and add new, improved ways of analyzing this
problem area. Our hypotheses were built to render a more nuanced picture of the financial constraints problem than has been presented to date. We were able to analyze this problem area using longitudinal data, and our overall results are both congruent with and in contrast to some previous findings in the literature.

It has been claimed that by and large firms who apply for credit get it (Nightingale and Coad, 2014) but that some types of firms may be financially constrained. Regarding the demand side our results indicate weak systematic patterns in which types of firms are demanding external finance. Unsurprisingly, the variable on realized, positive economic results decreases demand for external finance as does the firms’ status as subsidiary. We thereby find evidence in favor of the “pecking order” theory of corporate finance (Myers and Majluf, 1984), indicating firms to generally favor internal over external sources of capital to fund their innovation activities.

Our analysis on the perceived constraints on external capital (supply) revealed – besides further evidence for the “liability of smallness” but not “newness” – that the effect of innovation per se on capital demand and supply is not uniform, but rather interdependent with other firm characteristics. Firm size generally tends to the negative consequences of firm level innovation activity on the access to capital, or even turn them into a positive effect. However, financier appears to be indifferent with respect to firm age. We first and foremost find that the type of innovation, and not only the amount of innovative activity, matters. While incremental innovation by and large is rewarded by financiers, the results for more radical innovations are more ambiguous but generally indicate that these types of innovation are harder to fund from external sources. This appears to be particularly prevalent for small radical innovators.

Our findings provide implications for policy, innovation management and theory alike. First, they lead us to question the generalization of existing theories in the field. Whereas financial markets are often seen as prime examples of markets with full information and extended mobility of production factors, our results indicate that the demand and supply of finance nexus is nuanced and highly contextual. Most importantly, we find evidence that not only the quantity, but also the quality of a firm’s innovation activity matters for their access to external capital. While we find no negative effect of incremental innovation, technology-based and radically innovating firms are constrained. This is congruent with some earlier studies that posit that “some, not too much, innovation is good” (Freel, 2000, 2007). We, however, add to the discussion that it is less about how much, but more about how radical a firm innovates. We further identify an interaction between a firms innovation intensity and its size, as small innovators are particularly penalized by capital markets.

Second, our findings may inform policy makers designing public funding schemes to facilitate private sector innovation activities. We provide evidence on which characteristics make innovative firms more likely to be financially constrained. While leaving the question of productivity and “value for money” (e.g. Czarnitzki and Lopes-Bento, 2013) of funding schemes open[11], our research points toward that the target group of such schemes is an important, integral part of their rationale. Most public support programs for access to financing place restrictions on eligibility; most often their financing is available only to firms that are young, small, innovative or some combination thereof. The results of our study indicate a need for careful consideration of these eligibility criteria. For example, many programs aim at increasing the number of innovative firms by way of, e.g., subsidizing access to knowledge for non-innovative firms (“innovation vouchers” and similar programs). We emphasize that not only being innovative per se, but the quantity as well as quality of innovative activity matters for firms’ access to capital. Former empirical evidence shows that public policy support programs have different effects on incremental compared with radical innovation activities (Beck et al., 2016). We point out that radical innovators are often credit rationed and constrained, which in turn means that policy programs facilitating
radical innovation are in need of sensible consideration. The speed and direction of technological change is dependent upon radical innovation and as discussed in the introduction, the private investors and within-firm management are often reluctant to go into long term, radically new projects. It could therefore be considered if public policy programs should to a larger extent be designed toward addressing this need. In terms of policy targeting, we hint to the need to particularly support radical but small innovators. Related, the rationale and impact of innovation financing policies is discussed in relation to how innovation can contribute to tackling some of the grand societal challenges like climate change, development of health technologies, etc. (Grilli et al., 2018). Radical innovations can be argued to be crucial in this connection, but might, according to our results, face particular financing problems. This is not only due to the radical nature of innovations, also because these types of problems require public–private partnerships.

Third, the results point to a number of implications for management. One is the financing aspects of the classic ambidexterity challenge for management (March, 1991) and to find this balance while considering the available resources. Striking the right balance between incremental and radical innovation is an important management issue where both conservatism and overoptimism are risky strategies. Earlier literature has primarily discussed the needed resources as internal human and financial capital, and organizational capabilities. We add an external finance perspective to this discussion. The fact that radical innovation seems more difficult to fund externally introduces an additional nuance to this choice for innovation managers. Moreover, and linked to the point made above on pecking order theory, we posit that managers can have different preferences for finance depending on which type of project is in need of finance. For radical innovation the preferences for internal finance may be stronger because of the external financing difficulties (and -prices), whereas incremental innovation projects will find the external financing market attractive. Additionally, we do not find evidence of liability of newness, which implies that managers in new firms should not be reluctant to seek external innovation financing, even if they do not have a long track record. This parameter seems of less importance in credit assessment compared to the type of innovation, size of the firm and collateral. Finally, in the entrepreneurial finance literature it is discussed that a relatively large proportion of firms (managers) are discouraged borrowers, that is, may have a need for external finance but abstain from entering the capital market in the anticipation that they will be rejected (Kon and Storey, 2003). As the majority of other studies on financial constraints we neglect firms without articulated need for external capital (Freel et al., 2012; Han et al., 2009; Kon and Storey, 2003). The decision to not enter the market for external finance is based on expectations regarding how capital markets react. In turn, these expectations are grounded in more or less solid information and knowledge. We realize that there is a long way from averages presented here to actual, individual cases, but the results nevertheless inform managers on what to expect regarding how capital markets assess innovation projects.

A number of limitations apply to this study and hence how far we can go in drawing universally valid conclusions. The study was confined to a small region in a small country. Although this region is known for having both incremental and radical innovation (e.g. a strong mobile communications cluster of firms) then entrepreneurial finance is to a large extent contextual (Ning et al., 2015), and the results may to some extent have been different in another financial system. Another limitation is that, as in other CIS-like studies, we do not include very small firms as we survey firms with a minimum of five employees. Moreover, although we include a broader sample than many other studies we over-sample manufacturing sector firms. We also treated financiers and types of financing as if they were homogeneous. Although it is also a strength of the present study to encompass a wide array of financing sources in one, in reality there are vast differences between, for example,
venture capital and bank financing, and somewhat different results might be seen if the analyses were confined to only one type of capital (Brown et al., 2012). The above-mentioned limitations and remarks on theories indicate possible directions for future studies. Despite being extensively studied over the past 100 years, studies of financing innovation is still in need of more nuances, for example, differentiating between different types of external capital and different types of providers. Although the CIS data and SAFE-data have improved our statistical knowledge, we furthermore point to the need in future studies to build data that allow use of a more nuanced dependent variable. The present study goes some of the way toward this objective, but additional knowledge on financial constraints could be made possible if more knowledge and data were available on, e.g., internal/external financing constraints, partly fulfilled financing needs and specifics of the purpose of funding applications.

Notes

1. Though lack of finance is often highlighted as a major barrier to business development (Bottazzi et al., 2014; Musso and Schiavo, 2008), the mere existence as well as economic significance of credit rationing, and so-called debt gaps for SMEs, is also contested by others (Berger and Udell, 2003; Cressy, 2012; Levenson and Willard, 2000).

2. The operationalization of the variables named there is explained in Section 3.

3. The surveyed firms account for around 30 percent of employment in the region. The total population of North Jutland is around 600,000 people.

4. The innovation survey for Denmark shows that the shares of innovative firms in the same industries as we study are 42 and 43 percent in 2014.

5. For further background on firms’ access to external capital in Denmark’s North Jutland region, consider Christensen (2007).

6. This distinction is in line with what is commonly used in innovation studies using CIS surveys. Like in CIS, the innovation activities are self-reported. This means that there might be a bias in the perceptions respondents have regarding whether their new products, services or processes are new to the world/market or not. Moreover, the fact that an innovation is perceived as new to the world/market does not necessarily imply that it has a radical impact. In CIS, R&D is included in the innovation definition rendering an additional, potential bias as respondents will not know ex ante if R&D will lead to radical now innovation. We avoid this bias by not having R&D activity as part of the innovation definition. Furthermore, while broadly in line with the working definition in the CIS, our interpretation of introducing products and processes new to the firm as incremental innovation is also debatable. Arguably, this could also be interpreted as adaption rather than innovation. Yet, while slightly altering the interpretation of our results, this perspective ultimatively leads to the same conclusions.

7. Indeed, the distribution of firm size is roughly in line with the ones for the whole Danish firm population according to official statistics by Denmark’s statistical bureau. This holds for the distribution across industries (NACE classes included in the survey) as well as age. For firm size, however, we notice a slight (between + 3–5 percent across the different waves) of small (ten employees) and large (> 100 employees) firms, which might lead to slightly stronger results for the size effect.

8. The $x^{-1}$ superscript indicates the variable to be reversed, so that originally highest values now represent the lowest ones, and vice versa. The reason for doing so is to explicitly test for the interaction between innovation intensity and the liability of newness and smallness. Thus, high values of $size^{-1}$ and $age^{-1}$ indicate the firm to be comparably small or young.

9. Note also that in an unreported (but available on request) model, we only use the control variables, without the ones capturing innovation activity. Here, we see some significance (5 percent level) for the coefficient of age.
10. In further unreported (but available on request), we also introduce interaction terms between age and size, as well as three-way interactions between age or size with inno inc*inno rad. Those, however, all remain insignificant.
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