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Abstract

Purpose — This paper aims to explore various factors associated with radio frequency identification
(RFID) adoption with quantitative meta-analysis. More specifically, this paper attempts to measure key
variables of RFID adoption derived from Rogers’ innovation theory and further examines how state
intervention influences the process of RFID adoption. First, this paper compares, relying on a
meta-analysis, various mean effect sizes among technological, organizational and environmental
factors (i.e. government-driven policies) that Rogers suggested in his innovation model.
Design/methodology/approach — In mean effect size analysis, this paper finds that the
technological factor is the most powerful factor that affects the RFID adoption. The technological factor
is statistically significant across all regions, including North America, Europe and Asia. The
organizational factor is significant only in developing countries like Southeast Asian countries and East
Asian countries. Environmental factors like government intervention for facilitating RFID adoption are
strong enough only in Southeast Asia and Europe.

Findings — This paper finds that government’s supportive policy is more effective in Europe but not in
America, while external pressure is still more effective in Southeast Asia. These results implicate that
developmentalism or government-driven policy can be effective not only in developing countries but
also in the case of developed countries. In addition, this paper conducts a seemingly unrelated
regression (SUR) analysis based on Fisher’s standardized score.

Originality/value — In SUR analysis, this paper finds that the correlations between RFID adoption
intention and three innovation factors vary across industrial areas. More specifically, the
manufacturing area shows negative moderating effect on all three equations where correlations
between Rogers’ innovation factors and RFID adoption intention are meta-dependent variables. Also,
RFID adoption is accelerated when the size of the firm is large or the location of the firm is in Southeast
Asia. This result implicates that the aspect of technology adoption can be changed by region and type
of industry.
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1. Introduction

Radio frequency identification (RFID) technology has a massive impact on citizens,
organizations and society. The adoption of RFID technology has now become a global trend.
The electromagnetic function of RFID tags and chips provides a basic building block for the
Internet of Things. RFID technology integrates all machines, objects and virtual elements
and makes them communicate with each other. RFID provides social innovation through
thing-to-thing communications in various areas, including business-to-business.
Thing-to-person communications include both business-to-consumer and government-
to-citizen. However, only a few research studies provide a comprehensive review of what
factors are involved in the diffusion of RFID technology around the world. A systematic
meta-analysis of the adoption of RFID can provide valuable insights to understand why
organizations adopt new technology and what adoption routines and processes are. Many
micro motives and macro trends in the diffusion of RFID around the world vary from
organizations, institutions, cultures and other contextual factors. Based on a meta-analysis
approach, we categorize various factors associated with the adoption of RFID in terms of
organization barriers, technological benefits and government-driven policies.

We explore, relying on quantitative meta-analysis, what factors determine the
adoption of RFID technology. More specifically, we conduct two kinds of quantitative
meta-analysis in this study. First, we conduct quantitative meta-analysis that deals
especially with RFID adoption. Jung and Lee (2015) provided a systematic literature
review with a traditional way of reviewing published papers, focusing on public policy
areas associated with RFID technology. However, unlike previous literature review
papers, in this study, we try to adopt the meta-analysis technique to scrutinize the RFID
adoption process in a more specific and quantitative way. As Gosall and Gosall (2012)
defined, meta-analysis is “a quantitative evaluation of systematic literature review”.
Specifically, based on digital databases such as Google Scholar, Science Direct, Web of
Science and ProQuest Central, we try to explore various determinants of RFID
technology through quantitative meta-analysis to standardize and aggregate various
types of statistical measurements (e.g. correlation coefficients, F-values, t-values and
odd-ratios) from previous quantitative studies. We collect various types of statistical
values derived from collected studies and convert them to Fisher's Z score and
standardized correlation score under three dimensions, including organizational factors,
technological factors and environmental factors. We also implement a seemingly
unrelated regression (SUR) model because three dependent variables in this
meta-analysis are usually correlated to each other. In SUR analysis, we use these three
dimensions as meta-dependent variables and explore how these meta-dependent
variables vary depending on geographical regions, industry sectors, size of company
and publication year.

Second, the scope of meta-analysis in this study is around the world. Most of the
studies that deal with adoption determinants of innovative technology usually focused
on a very restricted region and company, so it is very hard to aggregate the total effect
size. However, we know the adoption of innovative technology like RFID technology is
a global trend. After Wal-Mart adopted and commercialized its implementation in 2005,
not only developed countries such as the USA but also developing countries like the
Republic of Korea and Taiwan are trying to adopt a new method of management
aggressively. We attempt to aggregate all the empirical results and analyze them across
various countries. In addition, we test how the impacts of government-driven policies



vary from developing to developed countries, including North America, Europe, East
Asia and Southeast Asia.

To draw out necessity of this study, we want to stress on the strengths that
quantitative meta-analysis has. The reason why we choose quantitative meta-analysis
among various quantitative analysis techniques comes from the inherent strength of
quantitative meta-analysis. As Meyer and Sullivan (2004) pointed out, usually it is hard
to estimate total amount of effect size of independent variables because each study has
different characteristics and backgrounds. So, it is necessary to aggregate all the
empirical results and analyze them with a broader point of view. We can draw
aggregated total amount of effect of adoption determinants of innovation diffusion
factors when using quantitative meta-analysis. Also, when utilizing the quantitative
meta-analysis method in the empirical study, we can figure out not only aggregate
effects and calculate total effect size but also subdivide the effects by various standards.
In this study, we deduct mean effect size by region and by three innovation diffusion
factors.

This paper proceeds as follows. First, we review what factors are associated with
adoption of new technology in terms of Rogers’ innovation model. Second, we introduce
how to standardize different types of statistical values to show the degree of relationship
between adoption of RFID and independent variables such as organizational factors,
technological factors and government-driven policies. All different types of statistical
values are converted to Fisher’s Z score and finally reconverted to correlation. Third, we
show how to collect previous literature based on a digital database for a meta-analysis
and analytical framework with definitions of dependent and independent variables.
Finally, we provide empirical analyses and possible interpretations of our empirical
results.

2. Literature review

According to Marques ef al. (2015), innovation is the transformation of knowledge of any
kind into new products or services. Rogers’ (1983) innovation diffusion theory would be
the most famous and powerful model that can explain the determinants of innovation
diffusion. Since Rogers published Diffusion of Innovations in 1983, many scholars
began to study innovation diffusion (Bradford and Florin, 2003). Based on Rogers’
original theory, scholars like Bradford and Florin (2003), O’Leary (2000), Davenport
(1998) and Wen et al. (2009) set three factors as main factors that determine innovation
technology adoption. Those factors are organizational characteristics factor,
technological characteristics factor and environmental characteristics factor. In this
section, we try to examine how Rogers and his colleagues define each factor based on the
original theory.

2.1 Orgamizational factor

Scholars like Patterson ef al. (2003) concentrate on the size of the firm. According to
them, considering the size of the firm would be very important when it comes to
technology adoption because usually big-sized firms keep the extra capacity to discover
new technology and generate the economy of scale (Wen et al., 2009). Also, according to
Grover and Goslar (1993), generally big-sized companies have more strong will to adopt
brand-new technology because of their financial resources.lacovou et al (1995) argue
that organizational readiness includes financial readiness and technological readiness.
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First of all, abundant budget and financial readiness are also helpful for adopting
technology more easily. As Lai ef al (2014) point out from their study about RFID
adoption in a Taiwanese hospital, adoption of brand-new technology can be interrupted
if there are not enough financial resources. Positive correlation between financial
readiness and technology adoption has been proved in many empirical research works,
such as Krasnova et al. (2008). Technological readiness, like previous I'T experience (Lai
et al., 2014) and technological know-how (Fazel ef al, 2011), is also an important factor
that can affect the decision of technology adoption. According to Schmitt and
Michahelles (2009), firms with fluent I'T experience or know-how possess better ability
to evaluate and manage innovative technology.

2.2 Technological factor

Technological factor comprises three different components: appropriateness, usefulness
and benefit. According to Schmitt and Michahelles (2009), appropriateness and
compatibility of technology is an important factor in determining technology adoption.
To adopt technology successfully, a brand-new technology should be accommodated to
current systems flexibly (Janz et al., 2005). Perceived benefit is also a very effective
factor. When people perceive the benefit of technology, the speed of adoption becomes
faster (Rogers, 1983). Scholars like Lee and Shim (2007) stress on the importance of
perceived benefit because it is the most critical factor in RFID adoption from their
perspective. Perceived usefulness is a little bit similar to perceived benefit in some ways,
but what perceived usefulness would like to stress is somewhat different from perceived
benefit. According to Zailani ef al (2015), perceived usefulness represents an
individual’s perceptions about technology that innovative methods will increase
performance and efficiency. Some scholars like Wu and Wang (2005) and Yen et al
(2010) evaluate perceived usefulness as a more important factor than convenience
because increased usefulness can even change the tendency of job performance and
productivity in the end (Zailani et al., 2015).

2.3 Environmental factor

External pressure or competition from the outside market is set as an environmental
factor according to Rogers (1983) and Bradford and Florin (2003). As Poston and
Grabski (2001) pointed out, when one company adopted and started brand-new
technology, other competitors started to feel impatient because they were anxious about
the potential benefit that the first mover of technology might have and dispossess from
them. The effect of external pressure has also been proved empirically by many
previous studies. Scholars like Fitzek (2003), Jones et al. (2005) and Brown and Russell
(2007) have figured out the power of competitive pressure in supply chains.

2.4 State intervention

Although Rogers (1983) did not include government’s support in his innovation
diffusion model, we do insert the variable about government’s supportive policy that
encourages firms to adopt brand-new technology. Technological determinism includes
the belief that technology will change the whole society. Contrary to this scientism,
defenders of social constructionism support the view that social factors decide the exact
shape of a technology. But especially in developing countries like Asian countries, the
government has the ability to mobilize social resources to drive their country more
effectively and efficiently (Johnson, 1987). Also, technological change and globalization



are not only a challenge for industrialized countries but also an opportunity (Lalkaka,
2009). Marques et al. (2015) pointed out that in the age of knowledge economy, successful
economic development is intimately linked to a country’s capacity from this sense.
Therefore, sometimes, innovation technologies are adopted with the strong support of
the government. In those cases, usually the power of the government is much bigger
than the market power, so the market players play a very limited role in adopting
brand-new innovation technology. We are trying to test the effect of government policy,
especially in developing countries like Southeast Asia and East Asia at this point.

3. Methodology and data

3.1 Quantitative meta-analysis

A common quantitative meta-analysis is composed of three stages. As Wang and
Bushman (1999) noted, the quantitative meta-analysis is a statistical research method
that combines results of empirical studies by using the statistical methodology. To
conduct our quantitative meta-analysis, we collect statistical values such as correlation
coefficients and #-value from each published paper and code these values into the
datasheet first. In this study, we collect four sorts of statistical values: t-value, F-value,
odds ratio and correlation coefficient (#), but other statistical values indicating the
degree of correlation between independent variables and dependent variables are
relevant enough to be used as raw data in meta-analysis. As one can see from Table I, if
statistical values collected from original study are other than » (in this study, -value,
F-value and odds-ratio), we convert those values to 7 (correlation) first to draw Fisher’s
Z score to compare statistical values with a different scale.

In the second stage, we convert collected statistical values to Fisher's Z score for
standardization because it is not possible to compare each literature’s empirical results
without standardization. In addition, the Fisher's Z score has an advantage against
Pearson’s 7 score. According to Jin (2015), the variance of effect size using Pearson’s # has
skewed distribution. The left side of Figure 1 shows sample distribution of Pearson’s 7. As

Original

statistical

estimates from

previous RFID

literature 1st stage 2nd stage 3rd stage 4th stage

Expression #-value 7] z; R{8]

F-value e Zy; 2y + 2y +
c et zk
Odds ratio 7y 2y
16] : :
7y z,

Instruction Collect original ~ Convert original Convert correlation Calculate mean Convert mean-
statistical statistical estimates to of Fisher's Z  effect size to
estimates such as estimates to Fisher’s Z score score[10] correlation again
t-value, correlation (effect size)

F-value,

odds ratio and
correlation (7)[9]
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Figure 1.

Sample distributions
of effect size using
Pearson’s » and
Fisher's Z

one can see from Figure 1, the variance of effect size becomes smaller as Pearson’s 7 is closer
to 1[1]. Unlike this, when we standardize Pearson’s 7 using Fisher’s Z, sample distribution
can have a normal distribution[2] regardless of the size of Pearson’s 7[3]. As we mentioned
above, to make Fisher’s Z score, we have to convert statistical values we have kept from
various empirical studies to 7 (correlation), followed by applying Fisher’s equation. If you
convert all the statistical values to 7, you can draw Fisher’s Z score using those correlations.
Usually we call this Fisher’s Z score as “effect size”. In the third stage, after all the statistical
values we want to use for quantitative meta-analysis are standardized, we can calculate
average effect size using standardized Fisher’s Z score. Finally, after calculating mean effect
size, researchers can convert it to correlation values using Fisher’s equation[4]. Through this
calculation process, we obtain the size of aggregated effect size in a more simple and familiar
way. If converted correlation is bigger than 0.4, we suppose the correlation between the
mdependent and dependent variable is strong enough. Further, we can run multiple
regression analysis using standardized Fisher’s Z score to study the moderating effect of
characteristics of paper, such as publication year{5].

3.2 Data collection

Figure 2 shows the sequential flowchart we used for this study. Figure 2 illustrates six
survey stages to collect previous literature on the adoption of RFID technology. First of
all, we search previously published literatures about RFID adoption from various types
of e-database. Most of the literature comes from Google Scholar (78 per cent) and the rest
is from Science Direct, Web of Science and ProQuest Central. At the first stage, we collect
445 studies. And then at the second stage, we screen each paper by screening title and
abstract. Studies that deal only with technological issues are excluded (z = 128). At the
third stage, another 157 qualitative papers are excluded, because we use only papers
with quantitative results with statistical values to standardize them to compare mean
effect size. For this reason, studies that choose empirical research as methodology can
only be utilized as a data resource. At the fourth stage, we exclude papers with irrelevant
methodology like analytic hierarchy process or papers whose survey responders come
from general consumers of RFID. We use only papers with survey respondents working
in an industry sector such as IT, retail and manufacturing because we want to look at
how practitioners from the industrial field respond to the diffusion of RFID technology.
The total number of excluded papers is 85 in the fourth stage. In all, 75 research papers
are left at the fifth stage and we start to code the data at this point. But among the 75

10 ae L -10 00 10

Source: Jin (2015)
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Final studies used for meta-analysis

(n=40)

studies, there are ones that lack statistical values we need. In this case, we e-mailed each
study’s corresponding author to ask for data information. We include studies with
corresponding author’s reply to our data set, but if there is no sign of reply, we exclude
them (# = 35). Finally, we obtain 40 empirical studies for our quantitative meta-analysis.
The list of the literature we have collected for our quantitative meta-analysis study is
attached in Appendix 2.

3.3 Measurements

We present the list of variables in our quantitative meta-analysis and explanation about
their measurement in Table II. First, our meta-dependent variables in the quantitative
meta-analysis represent the relationships between the dependent variable (ie.
willingness to adopt RFID) and independent variables such as organizational,
technological and environmental factors provided by original studies. The scale of the
relationship is measured by statistical values such as ¢-values, F-values and correlation
coefficients (7). We finally convert these values to Fisher’s Z scores to standardize the
degree of the relationships derived from different types of statistics. Second, the
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Table II.
Measuring variables
for SUR model

Variables Definitions

Dependent Variables

O-factor Fisher’s Z score (standardized correlation) between RFID adoption
intention and Rogers’ organizational factors

T-factor Fisher’s Z score (standardized correlation) between RFID adoption
intention and Rogers’ technological factors

E-factor Fisher’s Z score (standardized correlation) between RFID adoption

intention and Rogers’ environmental factors[11]

Independent variables

Paper characteristics
Year (Publication Year) Year of publication
L_SM (Log of Sample Size) Log (Total number of observations)
Industry
Manufacture Ratio of respondents who work for manufacturing industry
Retail Ratio of respondents who work for retail industry
IT Ratio of respondents who work for IT industry
Company type
CM (Chief Manager) Ratio of respondents who are in chief manager’s position
LM (Large Company) Ratio of respondents who work for companies whose annual sales

are more than 50 million dollars
Region (dummy variable)

North America Whether the region that study is done is in North America or not
(Yes =1,No = 0)

South Asia Whether the region that study is done is in Southeast Asia or not
(Yes = 1,No = 0)

dependent variables to represent the intention to adopt RFID technology are measured
by three different perspectives suggested by Rogers’ (1983). The organizational factor is
composed of firm size, financial readiness and technological readiness. Technological
factors consist of appropriateness, perceived benefit, convenience and usefulness of
RFID technology. Environmental factors contain external pressure from the outside
market and competitors suggested by Roger’s innovation model and state-driven
policies for RFID adoption. We add the role of government that encourages the adoption
of new technology as an environmental factor. It allows us to test whether the
government can play a significant role in adopting new technology or not both in
developed and developing countries. Third, we use four types of meta-independent
variables. They include industry sector of survey respondents, company characteristics,
region and year of publication and sample size (Figure 2).

3.4 Analytical frame

In this study, we adopt two different sorts of empirical strategies to figure out the
determinants of RFID adoption. First of all, as we mentioned before, we calculate mean
effect size using Fisher’s standardized Z score. After finishing mean effect size analysis,
we conduct meta-SUR analysis using standardized score. Figure 3 shows analytical
framework we use for meta-SUR analysis. As we mentioned above in the methodology
part, in meta-regression analysis, the meta-dependent variable indicates the correlation
between the independent variable and dependent variable from original studies. Also in



meta-regression analysis, researchers set meta-independent variables as specific
characteristics that each study has. For example, year of publication, region or country
in which studies were done and characteristics of samples are usually used as
meta-independent variables. As a meta-dependent variable is about correlation of
original independent and dependent variables, meta-independent variable of
meta-regression analysis can be understood as a moderating variable that moderates
the relationship between the original independent and dependent variable.

In our meta-SUR analysis, the relationships between RFID adoption intention and
three innovation diffusion factors that Rogers suggested are set as three
meta-dependent variables. Meta-independent variables can be categorized in four
categories: characteristics of paper, characteristics of industry, characteristics of
company and characteristics of region.

4. Empirical analysis

4.1 Mean effect size analysis

In this section, we will suggest our empirical research results that draw from mean effect
size analysis and meta-SUR analysis. Table III shows results from mean effect size
analysis calculated under innovation diffusion factors. Based on Rogers’ study in 1983,
we have set organizational factor, technological factor and environmental factor as three
main factors that can determine the adoption of innovative brand-new technology. As
one can see from Table III, among organizational factors, technological readiness (0.429)
of each organization turned out to be the most powerful factor. The average
standardized Fisher’s Z score of organizational factors is 0.353, and it can be converted
to a correlation score, which is 0.339. Among the technological factors, the perceived
usefulness of RFID technology scored the highest Fisher’'s Z score (0.544). Although
perceived benefit won the second place, it also showed very strong correlation between
RFID adoption intention and itself (0.479). The average Fisher’s Z score of technological
factors is 0.481. When we convert this mean effect size to correlation, followed by using
Fisher’s equation, the standardized correlation score is 0.447. Finally, we perform mean
effect size analysis using factors about environments that companies who have
intention to adopt RFID have to face. Environmental factor is composed of two detailed

Literature (Model 1)

Characteristics Correlation between Organizational

Factor and RFID adoption

(Model 2)
:> Correlation between Technological
Factor and RFID adoption

Industry

Characteristics

Company
Characteristics
(Model 3)
Correlation between Environmental
Region Factor and RFID adoption

Characteristics
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Mean effect size Fisher’s
10,1 Variables Elements of variable (Fisher’s Zscore)  correlation N
Organizational factor Firm size 0.304 10
Financial readiness 0.326 5
Technology 0.429 29
76 readiness
Average 0.353 0.339 Total: 44
Technological factor Appropriateness 0.420 13
Benefit 0.479 19
Usefulness 0.544 10
Average 0.481 0.447 Total: 42
Table III. Environmental External pressure 0.390 25
Mean effect sizeby ~ Factor State intervention 0.400 10
diffusion factor Average 0.393 0.374 Total: 35
Mean effect
size(Fisher's Z Fisher’s
Region Innovation factor score) correlation N Country
North America Technological 0.518 0476 3 USA
Organizational 0.278 0.271 5
Environmental 0.313 0.303 3
East Asia Technological 0438 0412 24 South Korea,
Organizational 0.445 0418 24 China
Environmental 0.343 0.330 17
Southeast Asia Technological 0.529 0.485 8  Taiwan, Malaysia,
Organizational 0.489 0.453 9  Singapore
Environmental 0.441 0414 11
Europe Technological 0.529 0.485 3 UK, Germany,
Organizational 0.032 0.032 3 Austria
Environmental 0.524 0.481 2
Table IV. The other Technological 2112 0.971 4 Brazil, Mixed
Mean effect size by Organizational 0.553 0.503 3
region Environmental 1.069 0.789 2

factors: external pressure from the outside market and competitors and government’s
supportive policy. External pressure from the outside market has about 0.01 lower score
point (0.390) than government’s policy factor (0.400). The average effect size of external
pressure factor and government policy factor is 0.393, and it can be converted to Fisher’s
correlation score, which is 0.374. In conclusion, among the three diffusion factors,
technological factor is the most important and powerful factor.

We conduct mean effect size analysis again by adding region standard. We
categorized regions in which published studies were done into four categories: North
America (the USA), East Asia (ROK, China), Southeast Asia (Taiwan, Singapore,
Malaysia) and Europe (Germany, the UK). In North America, the technological factor
(0.476) turned out to be the most powerful factor, followed by environmental factor
(0.303) and organizational factor (0.271). In East Asia, the organizational factor scores



the highest Fisher’s correlation, which is 0.418, and it is 0.006 point higher than the
technological factor (0.412). Fisher’s correlation score of the environmental factor is not
higher than 0.4 in East Asia. In Southeast Asia, all three factors turned out to have
higher mean effect size than 0.4. Although all three factors are strong, but technological
factor is the highest. Specifically, technological factor is the most influential factor in
this mean effect size analysis (0.485). The next largest Fisher’s correlation is
organizational factor (0.453). Environmental factor is the last (0.414) but still larger than
North America’s and East Asia’s. Fisher’s correlation of technological factor is still
strong enough (0.485) in Europe like other regions. Also, similar to what is shown in
Southeast Asia, environmental factor is higher than 0.4 (0.481).

In sum, technological factor turned out to be the powerful factor in RFID adoption in
North America, East Asia, Southeast Asia and Europe. However, significantly
important innovation factors appear to be different depending on regions.
Organizational factor consisting of technological readiness, financial readiness and firm
size 1s significantly strong enough especially in developing countries like East Asian
countries and Southeast Asian countries. As Becker (2004) pointed out, RFID tag is
much more expensive than barcode, a traditional way of identification. Therefore, to
adopt RFID technology and apply it relevantly, firms should have enough
organizational resources first that most of the firms in developing countries lack. Our
empirical result is similar to previous research studies in this sense. Also, unlike general
myths, government’s support is important in the European continent. When we split
environmental factor into two parts and then perform mean effect size analysis for each,
Fisher’s correlation score of external pressure (0.446) is little bit stronger than
government’s supportive policy (0.401). Contrary to this result, in Europe, government’s
policy (0.717) is more important than external market pressure (0.146). Of course, as the
number of observations in Europe is small to generalize this result, this result implies
that in countries like the UK, where government-driven policy prevailed compared with
any other European country, the government might strongly push firms into adopting
new technology like RFID.

4.2 SUR analysis

We carry out an exploratory meta-SUR analysis to figure out what kinds of
characteristics of each literature affect the relationship between RFID adoption and
three innovation diffusion factors using standardized Fisher’s Z score. Table V shows
the results of meta-SUR analysis[12]. The first column of each model represents the
equation where correlation between RFID adoption intention and organizational factor
is a meta-dependent variable. The second and third columns use the relationship
between RFID adoption and technological factors and the relationship between RFID
adoption and environmental factors as their meta-dependent variables. We use nine
independent variables across four categories including paper publication, survey
respondents, company characteristics and region derived from published papers. Paper
characteristics are about publication year and log of number of observations. Industry
characteristics include the ratio of responders from a specific sector (manufacture, retail,
IT). “Chief manager” variable in the company category is about the ratio of responders
in the chief manager position, and “Largecom” variable represents the ratio of
responders from a large-sized company. If the total sales of the company that the
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Table V.
Meta-SUR analysis
result

Dependent variables
Model 1 Model 2 Model 3
Independent variables (O-factor) (T-factor) (E-factor)
Publication paper ~ Publication-year 0.000 (0.013) 0.000 (0.009)
L_SN (Log of 0.106 (0.094) 0.037 (0.047)
sample size)
Industry Manufacture —0.010%(0.004)  —0.009%%(0.003)  —0.008*** (0.003)
Retail 0.007 (0.006) 0.005 (0.003) 0.005 (0.003)
IT 0.001 (0.002) 0.001 (0.002) 0.001 (0.002)
Company Chief Manager —0.006 (0.009)
LC 0.004* 0.003* 0.003*
(large company) (0.002) (0.002) (0.002)
Region North America —0.024 (0.247) —0.180(0.117) —0.172 (0.106)
Southeast Asia 0.424 (0.330) 0.200%* (0.100) 0.224%* (0.092)
Intercept —0.282 (0.440) 0.242 (26.868) 2.384(17.168)
R? 0.5720 0.5450 0.5576
X 57.02 44.36 51.09
Sample size 37 37 37

Notes: *p < 0.1; #p < 0.01; ***p < 0.005

responder works for are over 50 million dollars, we perceived it as a large company.
Regional variable has two detailed variables: North America and Southeast Asia.

As you can see from Table V, different results are found depending on the
meta-dependent variable. In all three regression models, manufacture and Largecom
variables turned out to be significant, but each variable shows a different sign.
Manufacture variable has negative moderating effects on the meta-dependent variable
contrary to Largecom in all three regression models. It implies that manufacturing firms
are reluctant to adopt RFID technology even if organizational factors like financial
readiness and technological readiness are prepared enough. This result is similar to
what Bhattacharya et al. (2008) suggested[13]. In the case of the Largecom variable, it
has positive moderating effects on the correlations between the organizational factor
and RFID adoption in all three regression models. This result suggests that firms with
both large amount of sales and sufficient financial/technical resources are more likely to
adopt RFID technology than those without them[14]. In addition, Southeast Asia
variable showed positive moderating effects in the second and third equations. This
implies that firms in Southeast Asian countries are more likely to adopt RFID
technology thanks to the technological factor and environmental factor.

5. Conclusion and implications

We review and analyze various empirical determinants of the adoption of RFID
technology from 40 empirical studies published since 1983. More specifically, we
conducted two different sorts of empirical meta-analyses. First, we calculated and
compared various sizes of mean effect across four continental regions, ie. North
America, East Asia, Southeast Asia and Europe. We also compared three different sizes
of mean effect among organizational, technological and environmental diffusion factors
from Rogers’ innovation theory. Second, we did meta-SUR analysis to identify what



characteristics in the 40 RFID studies affect the degree of correlations (ie.
meta-dependent variables in the SUR model) between innovation factors from
organizational, technological and environmental dimensions and RFID adoption
intention. We also tested how government policy is related to the degree of correlation
between Rogers’ innovation factors and RFID adoption intention.

Our meta-analyses provide five key findings. First, technological factor is the most
powerful factor in adopting RFID technology, followed by environmental factor and
organizational factor, respectively. Second, technological usefulness scored the highest
Fisher’'s Z score among the three innovation factors, and its score appeared to be
significant and important in all four regions, including North America, East Asia,
Southeast Asia and Europe. This implies that firms have adopted RFID technology
mostly based on its technological usefulness, appropriateness and convenience rather
than environmental and organizational factors. Third, organizational factor is
important especially in developing countries like East Asia and Southeast Asia. As
innovative technologies like RFID need a relatively high level of financial readiness than
traditional technology, firms in developing countries may make decisions based on the
richness of their budget. Fourth, environmental factor is important in Southeast Asia
and Europe. Government-driven policy variable is much more important in Europe than
in Southeast Asia. On the other hand, the correlation score of external pressure from the
outside market is higher in developing countries than in Europe. Fifth, our SUR analysis
shows that manufacture variable has negative signs in all three equations. Large
company and Southeast Asia variables have significantly positive effects on the
correlation between organizational factor/technological factor/environmental factor
and RFID adoption.

We can draw three implications from our quantitative meta-analysis. First,
technological factor appeared to be the most powerful factor that can affect RFID
adoption intention. When we calculate mean effect size of each factor by region
(North America, East Asia, South Asia, Europe), technological factor won the first
place in every region except East Asia. While organizational and institutional
factors are important, technological usefulness and benefits are still the most
important factors to attract new technology. Second, government-driven policies to
encourage the adoption of RFID technology affect European countries the most. The
size of the policy effect is much bigger in Europe than in developing countries like
South Asian countries. This implies that public policy can play quite a critical role
in even developed countries like the UK. As Chen (2014) described, national
innovation is becoming a key issue related to national competitiveness not only to
developing countries but also to G7 countries. Third, in meta-SUR analysis, we
figure out that correlation between RFID adoption intention and three independent
variables may vary from different industry sectors, implying industrial contexts
can matter in introducing RFID technology.

This study has several limitations to explore the whole picture of what factors are
associated with the adoption of RFID technology across various countries over time.
First of all, we have rather small number of observations collected from 40 different
studies. Generally, the size of observation of most of the quantitative meta-regression
analyses is not quite large. According to Hunter and Schmidt (2004), “In meta regression,
the sample size is often as small as 15, 20 and 30”. However, our small number of data
points cannot be enough for performing regression analysis in some ways. Second,
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quantitative meta-analysis has inborn limitations because most of the studies are
published only when they make reviewers and publishers feel satisfied. For this reason,
previously published papers collected to be used as data in quantitative meta-analysis
have publication bias. Future meta-analysis should add future published papers into a
data set and try to carry out more detailed analysis than ours. Also, further research is
required to consider more various sources of published papers about RFID adoption to
minimize publication bias. Finally, we need to consider historical and institutional
contexts embedded in firms to introduce RFID technology (Jeon et al., 2015), depending
on industry- and country-specific effects. In addition, we need to examine various
hidden costs involved in the introduction of RFID technology (Barut ef al., 2006). Further
research is required to explore what kinds of hidden costs are associated with the
adoption of RFID technology and their influence.

Notes
1. The equation for calculating the variance of effect size using Pearson’s 7 V, = (1 —
r¥)n — 1.
2. The equation for calculating Fisher’s Z= 05X In (1 + %1 — 7).

3. The variance of Fisher’s Z can be calculated through this equation: V, = 1/n — 3. As the
variance of Fisher's Z is not a function of Pearson’s 7, it can have normal distribution
regardless of the size of Pearson’s 7.

4. When we convert Fisher’s Z score to correlation value, we use this equation: » = ¢* —
1/e% + 1.

5. There are three big differences between normal multiple regression and meta-regression
analysis. First, the dependent variable used in meta-regression-analysis is standardized
correlation between dependent and independent variables reported in original studies.
Specifically, effect size or Fisher’s Z score, calculated in the second stage in Table I, is used as
the meta-dependent variable. Therefore, meta-independent variables in fact are the
moderating variables that affect the relationship between original independent and
dependent variable. Second, in meta-regression-analysis, what independent variables stand
for are the characteristics of literature, such as publication year, country, descriptive statistics
of sample, etc. Third, in meta regression analysis, number of observations of variance is used
as weight to revise potential biases.

6. There is no need to give any statistical conversion process in the second stage if statistical
values collected in the first stage are in correlation (7).

7. ‘9" represents groups or categories under which the researcher wants to calculate the mean
effect size. For example, in this study, we calculated mean effect sizes by three diffusion
factors (organizational, environmental, technological) and regions (North America, East Asia,
Southeast Asia, Europe, etc.).

W

8. This is the mean effect size of group “j”.

9. The statistical values collected from original studies represent the degree of correlation
between the original independent variable and dependent variable.

10. As we mentioned above, in meta-analysis, researchers usually convert correlation to
Fisher’s Z score that can have normal distribution regardless of the sample size.



11. Rogers’ environmental innovation factors include external pressure. We also add an
environmental variable of RFID adoption, which is a government-driven public policy to
induce or facilitate RFID innovation.

12. There are several statistical criteria to use the SUR method, rather than the ordinary least
squares method. As the p-value of the Breusch—Pagan test was very close to 0, we can reject
null hypothesis of the Breusch—Pagan test. This means that we should use the SUR model
rather than multiple meta-regression. Also, as we have singular covariance matrix of errors,
we followed the solution that Takada ef al (1995) suggested. He stated that “a common
procedure for handling this singularity problem is to drop an arbitrary equation and then
estimate the remaining equation”. We used a different set of independent variables for each
inovation factor, according to Takada et al. (1995).

13. In their study comparing RFID adoption in retail and manufacturing sectors, Bhattacharya
et al. (2008) pointed out that it is widely believed that technology will bring the retail sector
great amount of benefits, while the manufacturing sector has to bear high cost and little
return. Also, in this study, most of the survey responders who work in the manufacturing
industry are from developing countries like Southeast Asia. In the manufacturing industry in
developing countries, delicate, high level of identifying technology is not needed because most
of the manufacturing firms in developing countries perform simple, subcontracting
manufacturing tasks with the investment from developed countries (Jun, 2008).

14. According to Lee et al. (2006), firms with large amount of sales are more likely to adopt
brand-new technology because they have the ability to grasp technological potential such as
appropriateness, usefulness and perceived benefit faster. Also, scholars like Pierce (2008)
pointed out that big-sized firms are inevitably sensitive to external environment factors like
market turbulence because the “ecosystem” can generate not only financial benefits but also
losses.
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Appendix 1 Determinants
of RFID
adoption
Variables Elements of variable N Mean effectsize SD  Minimum Maximum
Organizational factor  Firm size 10 0.304 0.298 0.007 0.847
Financial readiness 5 0.326 0.219 0.010 0.627 87
Technology
readiness 29 0.429 0.314 0.012 1.090
Technological factor ~ Appropriateness 13 0.420 0.252 0.011 1.003
Benefit 19 0.479 0.312 0.182 0.845
Usefulness 10 0.544 0.243 0.200 1.058
Environmental factor External pressure 25 0.390 0.246 0.019 0.826 Table Al
State intervention 10 0.400 0.306 0.038 0.901 Descriptive statistics
Variables N Mean SD Minimum Maximum
Dependent Variables
O-factor 44 0.389 0.301 0.007 1.09
T-factor 42 0.476 0.276 0.011 1.293
E-factor 35 0.393 0.260 0.019 0.901
Independent variables
Paper characteristics
Year (publication year) 121 2009.901 2115 2006 2015
L_SN (log of sample size) 121 5.051 0.474 3912 6.353
Industry
Manufacture 79 17.853 17.376 0 63.190
Retail 82 23.067 25.263 0 100.000
IT 67 20.217 16.419 0 62.900
Company type
CM (chief manager) 68 23.676 15.289 3.400 74.00
LC (large company) 82 30.665 21.085 0 1
Region (Dummy variable)
North America 121 0.091 0.289 0 1 Table All
Southeast Asia 121 0.231 0.423 0 1 Descriptive statistics
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