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Chapter 13

Creating the Other in Online Interaction: Othering Online Discourse Theory



Elina Vaahensalo

Abstract

The growth of online communities and social media has led to a growing need for methods, concepts, and tools for researching online cultures. Particular attention should be paid to polarizing online discussion cultures and dynamics that increase inequality in online environments. Social media has enormous potential to create good, but in order to unlock its full potential, we also need to examine the mechanisms keeping these spaces monotonous, homogenous, and even hostile toward some groups. With this need in mind, I have developed the concept and theory of othering online discourse (OOD).

This chapter introduces and defines the concept of OOD and explains the key characteristics and different attributes of OOD in relation to other concepts that deal with disruptive and discriminatory behavior in online spaces. The attributes of OOD are demonstrated drawing on examples gathered from the Finnish Suomi24 (Finland24) forum.
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Introduction


Nowadays, people looking for information are almost completely dependent on the internet. Various groups and communities are formed in online environments and social media discourses play a large role in that process. In addition to the potential for widespread distribution, online conversations, ideas, and discourses can be powerful and meaningful. The downside is that easy access to both information and communications makes the dissemination of ideas easier and hate speech and fake information find their way more stealthily to the hands of internet users (Citron, 2014; Meddaugh & Kay, 2009; Weaver, 2013).

With the growing popularity of social media, inequality and discrimination in online spaces has received increasing attention. However, well-known and frequently used concepts like hate speech, cyberbullying, online misogyny, and online racism are often either impractically vague or impractically narrow to describe the complex ways in which “othering” speech unfolds in online contexts. The problem with the concept of hate speech, for instance, is that it is not confined to online environments, which means that the concept does not take into account the specific characteristics of online interaction, which range from complete anonymity to the different power structures that affect online communities. Hate speech is a multipurpose umbrella term used to describe expressions of hate and hostility regardless of the environment in which they occur. Public speeches, political demonstrations, radio broadcasts, and blog posts can all be defined as hate speech (Waldron, 2012, p. 34; Walker, 1994). The concept of hate speech has also become increasingly commonplace in everyday speech, which has led to subjective perceptions of what hate speech constitutes. Ruotsalainen (2018) states that hate speech has become a rhetorical trope and a populistic tool, which is often used to obscure the actual matter discussed. She notes that hate speech has become a “floating signifier, which avoids strict definition” and is “emptied” from its history and its connotation with racism (Ruotsalainen, 2018, p. 226). Waldron (2012, p. 1,601) further notes that hate speech is often misunderstood as “thinking” rather than communicating, and thus freedom of speech advocates argue that restrictions on speech (including hate speech) is tantamount to censoring thought and freedom of expression. On the other hand, conceptual narrowness is encountered especially when online discourse is examined from the perspective of racism or misogyny. While both concepts are important tools for examining inequality, researchers need concepts that are not limited to race, ethnicity, nationality, or gender. Discourses against inclusion also rely on, for example, socioeconomic background and age.

To address these conceptual and terminological deficiencies, I created the concept and theory of “othering online discourse” (OOD) that can be used to examine polarizing online interaction as a combination of public identity speech and online gatekeeping. By identity speech, I mean expressions of one's identity via online interaction. Especially in anonymous online conversations, identity is often showcased by describing traits and opinions that are hoped to ignite a sense of sameness and social cohesion (see, e.g., Chayko, 2002; Litt & Hargittai, 2016). In this chapter, I argue first that these same dynamics can produce not only sameness, but also otherness and exclusion. Second, I argue that by combining elements from concepts such as hate speech, online racism, and online misogyny, one can create a tool that allows a flexible view on discursive exclusion in online spaces. With the help of the OOD theory, I seek to demonstrate how othering and discursive exclusivity are created from different starting points, by different discursive means, and for different purposes.

In this chapter, I define the concept of OOD, explain the key characteristics of OOD, and demonstrate the flexibility of the theory by introducing different kinds of attributes of OOD that can be used to analyze, describe, and decode any kind of online interaction. To demonstrate the attributes, I provide examples gathered from the Finnish Suomi24 (Finland24) forum. In the Finnish media, Suomi24 is often referred to as an antisocial and cruel environment that hosts a community of online bullies (Vaahensalo, 2018). The same rhetoric is frequently used to describe other anonymous online environments such as the infamous imageboard 4chan or the content rating website Reddit (Arntfield, 2015; ElSherief, Kulkarni, Nguyen, Wang, & Belding, 2018; Miller, 2015; Vainikka, 2018). However, while othering behavior in online environments is often an unpleasant, hostile, and antisocial phenomenon, its power lies specifically in its sociality: “othering” discourses are produced in a public environment for the purpose of others seeing it and interacting with it. Interaction in online environments also needs to be seen in its own original context. In some online communities, generally disapproved behavior may well have the effect of fostering a sense of community.

In the first section of the chapter, I review the concepts of otherness and othering in relation to the study of online discussions and social media. In the second section, I explain further what kind of online space Suomi24 forum is. I also clarify how I gathered the examples of OOD, and what kind of methods I used for constructing the theory and concept of OOD. In the third section, I review the different ethical issues that define the research of hostile online discussion as well as the utilization of the concept of otherness in research. The fourth section of the chapter is dedicated for the more extensive definition of the concept of OOD and the key characteristics that differentiate OOD from other concepts that deal with discriminatory behavior in online spaces. In the final section of the chapter, I examine the attributes of OOD that are demonstrated with different quotations collected from the Suomi24 forum. These attributes describe how online othering relates to the topic of the discussion, what kind of repercussions othering can have, and how it will appear to the reader.

A Theory of Othering


The concept of otherness refers to the dichotomy between the self and the other; between the “us” and the “them.” Ideas of similarity and sameness are used to construct the idea of “us,” but simultaneously conceptions of difference are used to construct “them” (Bauman & May, 2004, pp. 30–35). “The other” can be seen as a building block for the self, self-image, and identity. Okolie (2003) states that identity has little meaning by its own. Identity and a sense of self are thus acquired and claimed by defining the other. Consequences of claiming identities usually reflect an imbalance of power, since groups do not have equal powers to define both self and the other (Okolie, 2003, p. 2). That is why otherness is often determined or dictated by those who are in a position of power (Jensen, 2011; Miles, 1989; Pickering, 2001). By referring to position of power, I do not necessarily mean a position of literal political power. The power play of othering operates especially through production of culture, knowledge, and representations (Hall, 1997). For example, in anonymous online discussions, power usually falls into the hands of those who support norms of maleness and whiteness (Phillips, 2019). Popularity, social cohesion, and power are more easily available in anonymous online environments if participants reproduce widely accepted norms.

The process of othering is a key part of the OOD theory. Othering is a process where individuals are classified into the hierarchical groups of “them” and “us.” This often happens by stigmatizing and simplifying differences. Hence, the self or the “us” gives itself identity by setting itself apart from the other (Staszak, 2008, p. 2). One motivation for establishing these kinds of twofold categories is to achieve a sense of social belonging by excluding the undesired and the other. This process produces imbalanced narratives, where some identities are marked as superior and some inferior (Jensen, 2011). Robert Miles (1989, p. 61) points out that by classifying an individual or group of people as the other, the classifier also defines the criteria for how themselves come to be represented. Through this asymmetric process, the superior maintains their position and at the same time seeks to control the formation of the identity of the inferior group.

According to Jensen (2011), the history of the concept of otherness can be roughly divided into three stages, through which the concept has evolved and taken shape in the research literature. The first step can be seen in G.W.F. Hegel's conception of the master–slave dialectic presented in the Phenomenology of Spirit published in 1807. In Hegel's theory, the juxtaposition toward the other constitutes the self. Simone de Beauvoir (1997) has universalized the theory in relation to both gender and other hierarchical social differences, with men being regarded as the norm and women as the “other.” The next stage can be found in the post-colonial writing of literary scholar Edward Said (1995), who theorized about how the West created orientalist images of the strange, exotic, and above all, of the “other” East. A third stage is exemplified by psychoanalyst Jacques Lacan's (1966) theory on the “little other” (the mirrored/projected self/ego) and the “big Other” (the non-self “other”). According to Lacan (1966), the “big Other” is the symbolic order through which language, discourse, and interaction play a significant role in the formation of self, identity, and the construction of reality (pp. 93–100).

The formation of identity in the dialogue between self and the other shows that the mind and identity are formed as part of an interactive and intersubjective process (Benjamin, 1990). According to Patrick Jemmer (2010, p. 22), the act of othering and the unequal and asymmetric relationship between the self and the other might even be seen as a natural and unavoidable result of social mechanics of intersubjectivity. This phenomenon is, of course, also reflected in online environments, where people negotiate hierarchies, positions of power, and the identities that settle into them. Intersubjectivity is a process of sharing experiences and emotions, and it is inevitably reflected in online discussions as well. Comments on a discussion thread are produced in relation to previous comments, allowing participants to express their interpretations of each other's thoughts and the topic of discussion.


Stuart Hall (2003) argues that globalization has led people to look at their own cultural identity and its relationship to other cultures. The internet has been one of the most powerful engines of globalization, enabling new encounters and visibility for many marginalized groups. Collisions with “new” types of identities may well be one of the reasons why some participants in online conversations have a strong need to underline the superiority of their own identity and emphasize what represents the desired norm. On the other hand, it should also be noted that discriminatory discourses are not a new phenomenon in online environments. Networks have been used to disseminate hate and prejudice even before the widely popular social media platforms like Twitter or Facebook (see, e.g., Back, 2002; Massanari, 2017; Phillips, 2019). However, online communication has become more commonplace and, as a result, the handling of social and political issues in social media has become more widespread and, above all, more visible.

Suomi24 Forum as an Anonymous Community of Communities


Suomi24 forum is one of Finland's largest online topic-centric discussion forums and one of the largest non-English online discussion forums in the world. The site has operated under the same name since 2000 and was originally established in 1998. Suomi24 allows users to engage in discussion anonymously, without registration. The topics vary from everyday life to politics. The number of subforums in Suomi24 has varied over time but over a 20-year period, it has ranged from 20 to 30. Under those subforums, there are even more specialized and defined subcategories, the number of which can at best be up to several thousand. In a way, Suomi24 is a community of smaller communities. Users of Suomi24 cannot create subcategories themselves, but the administrators take user suggestions into consideration when creating new categories (Lagus, Ruckenstein, Pantzar, & Ylisiurua, 2016, p. 6; Suominen, Saarikoski, & Vaahensalo, 2019, pp. 11–15).

Suomi24 is an open, anonymous, and low-threshold forum intended for “all Finns” to participate in. However, the ideal of equal participation cannot be achieved if the forum is used to disseminate hate. Anonymous discussion is often more uninhibited and open (Papacharissi, 2004, p. 267; Suler, 2004, pp. 321–322). Massanari (2017, p. 331) suggests that when the threshold of participation is low and the interaction is anonymous – or pseudonymous – the interactions tend to feature elements of play that might not be as visible or common in social media spaces that enforce “real name” participation. The openness of the Suomi24 forum makes it an interesting subject for research because all forms of disruptive behavior in online communication benefits from technologies that make it easier to engage in confrontations and disseminate discriminatory ideas.

Method


In this study, I collected examples to demonstrate the different attributes of OOD from 66 discussion threads from six different subcategories in Suomi24. The topics for these six categories were patriotism; developing countries and development aid; poverty; world affairs; trans people; and Romani people. Most of these subcategories have a specific topic or they are targeted to a specific kind of users, but the world affairs forum is a general forum for discussion that deals with both domestic and international news.

I approached the concept of OOD by layering different qualitative methods that acknowledge the social, cultural, and technological dimensions of OOD. This combination of methods can also be called triangulation, according to its broader definition (Denzin, 1978; Jick, 1979). The methodological tools for this research were concept analysis; practices of online ethnography; and critical discourse analysis.

First, concept analysis is an activity where concepts and their characteristics are clarified and described (Nuopponen, 2010). The definition of OOD was done by applying an eight-step concept analysis model (Puusa, 2008), based on the model originally presented by John Wilson (1963). These eight steps consist of identifying the origin of the concept; setting goals for analysis; specifying different interpretations and uses of the concept; identifying the defining characteristics of the concept; developing a model case of the concept; reviewing related concepts; describing the attendants and consequences of the concept; and naming empirical referents. In particular, the most critical role in defining OOD was differentiating it from other similar concepts, such as online racism, cyberbullying, and hate speech.

OOD is a concept mainly for research use, but the phenomenon itself does not exist as a mere concept and it cannot be definitively defined without the study of the actual online discussions. Therefore, the second approach utilized in this study was an online ethnographic approach which facilitated the observing and collecting of examples of OOD. Observing online discussion and collecting data do not necessarily fall completely within the definition of online ethnographic research, especially if the researcher does not interact with the forum participants that are being observed. Hine (2015, pp. 157–161) describes this kind of approach as an unobtrusive method that utilizes generalized ethnographic strategies without any actual interaction. Especially in a media ethnographic-focused study, the researcher's participation is not perceived solely as an interaction with the informants. In digital environments such as an online forum, the visitor is rarely a mere observer. The visitor interacts with the site through the user interface and by clicking on links and using search engines. All these acts and interactions leave a digital footprint that affects the observation of the discussions and the data collection (Laaksonen et al., 2017; Sumiala, 2012).

The third tool used in this study was critical discourse analysis. Critical discourse analysis is not a method in itself but serves as a framework through which different power relations and language-supported social practices are explored (Wodak, 1999). In this case, critical discourse analysis is a tool for addressing the often subtle nature of OOD. Nikolas Coupland (2010, p. 247) points out that othering may not be noticeable from the “surface” of the text. Occasionally, speech that is intended to be divisive is indirect, and in order to comprehend it, it is necessary to understand the social context of the speech. Discourse analysis is not just a superficial analysis of text, but also an analysis of contexts and interactions (Fairclough, 2003; Van Dijk, 2000). Because of the indirect and potentially subtle nature of othering discourse, a discourse analytical perspective helps to contextualize online interactions. Comments posted online can be taken out of context and viewed as stand-alone texts, but then the communication between separate texts might be ignored.

The Ethics of Studying Hateful Online Discourse


The ethics of studying hateful online interaction can be divided into two different main issues: How to protect the privacy of subjects participating the online discussion; and how to address the explicit and hostile comments in the discussion threads.

Guidelines for online research have been provided by, among others, the Association of Internet Researchers (AoIR). The guidelines take into account the intricacies of online research, such as assessing possible harm to the subject. In cases of web-based forums, such as Suomi24, AoIR guidelines advise to take notice of the expectations for privacy and publicity in that forum and whether the participants would consider the information shared sensitive. According to the guidelines, it is also important to recognize personally identifiable information in the potential data and address risks to individual privacy accordingly (Markham & Buchanan, 2012, p. 11). In the case of the Suomi24 forum, the discussions are public and accessible to everyone. It is important to remember that publicity does not make any data just “free game,” which could be uncritically gathered for use (Zimmer, 2018). However, the publicity of the forum is known to the users themselves, and partly for this reason discussions often take place behind unregistered nicknames. Due to the public nature of the discussions and the anonymity of the commenters, the consent of the users contained in the data has not been collected in this study. Comments in their original context are intended to be anonymous and visible for all internet users, and commenters have not participated in the discussions under their own names or otherwise personally identifiable information. I have also made sure that among the comments collected, there is not identifiable, sensitive, or private information and no individuals are recognizable in the examples presented in this chapter. The discussion material collected is originally in Finnish, and translating the comments into English has also acted as anonymization.

While protecting forum participants is an important ethical component of this research, one must also be aware of the problems that arise from using the concept of otherness. Criticism has been directed specifically toward the potentially simplifying effect of the concepts of othering and otherness (Gingrich, 2004; Jensen, 2011, p. 66). Utilizing these concepts often requires a usage of different kinds of social categories and that in turn may highlight intragroup differences and asymmetry even further. Unreflective use of social categories can lead to harmful oversimplification and overgeneralization (Dervin, 2015, pp. 7–8; Gillespie, Howarth, & Cornish, 2012, pp. 399–400). Another significant pitfall in the study of otherness is the reproduction of racializing or other possibly offensive discourses. By examining discriminatory discourses, the researcher might give a voice to hateful discourses that do not deserve to be heard.

However, dismantling hateful dynamics in online communities is impossible if the dark side of internet communication is left in the shadows. Jane (2014), who has explored hostile misogynist rhetoric on the internet, suggests that explicit online hate needs to be explored and made visible because only in that way can their widespread impact be truly understood (see also Jane, this volume). Jane (2014) also states that the anonymous producers of hateful discourses are likely to benefit from the fact that the most violent side of social media is often considered too detestable to be repeated in an academic context. In this chapter, I similarly highlight how blatantly violent OOD can be and in that way also make visible the destructive effect it can have on equality in online spaces, drawing on explicit examples of OOD.

Definition and Key Characteristics of Othering Online Discourse


OOD is a social process of online interaction and is often about exploiting public visibility of an online space to define and reinforce the polarizing dichotomy between “us” and “them.” OOD is also a way to express whose participation in the conversation is wanted and whose is unwanted. By deeming someone's participation as unwanted, producers of othering discourses strive to create spaces that accept the presence and visibility of only certain types of identities.

As a phenomenon, OOD aligns and intertwines with the broad framing of “internet culture,” that Phillips (2019) describes as a discursive category that often reproduces the norms of whiteness and maleness. Phillips argues that by reproducing these norms in the forms of racist and misogynistic content, internet culture has restricted participation to online interactions only for those who have, in one way or another, accepted these norms. From this viewpoint, OOD can be seen as a form of internet gatekeeping that strives to hold on to these norms and as its worst, dehumanizes groups that may not be in an equal position to defend themselves. In this section, I have listed seven key characteristics that differentiate OOD from other similar concepts.

Not a Monologue


OOD occurs in conversations and situations that are open for commenting. One-way individual texts (such as blog posts, news texts, or online videos) can also have an othering effect, but they are not able to communicate with their recipients in the same way as comments made in an online forum or a social media platform. This distinguishes OOD from, among other things, the concept of hate speech, which, in its multidimensionality, can occur both in interactional and individual texts.

As I stated earlier, OOD is about sociality. In some online spaces, even the most incivil othering and adherence to hateful narratives conform to communal norms (Vainikka, 2018; Watt, Lea, & Spears, 2002, p. 73). For instance, incivil correspondence among online forum participants takes the form of a back-and-forth banter in which commenters compete with each other to see who can create the cruelest way to describe the other (see, e.g., Jane, 2014, p. 560). At their worst, communally shared hateful narratives and norms can even propagate behaviors that are ultimately exploitative or violent (see, e.g., Quayle, Vaughan, & Taylor, 2006).

A Public Forum


Participants of OOD are aware of the interactivity and publicity of the conversation. Not all online conversations are truly interactive, but a comment posted on a discussion forum is by definition intended to be part of social interaction. By publicity, I mean in this case that the interaction is visible and open to an audience. Some online communities meet in more closed spaces that require registration to participate. Othering discourses are not limited to social media spaces that are open for everyone regardless of registration. However, hateful discourses naturally gain a wider audience, if they can be found by everyone.

Arguments about Humanity


Othering discourses are particularly present in discussions that concern identities and humanity in general. This does not mean that OOD is not to be found in discussions circulating around, for example, cars, pets, or travel. However, it is clear that prejudiced ideas about identities are brought up in forums where the topics of the discussions deal prominently with identity, humanity, and the policies affecting them (Hmielowski, Hutchens, & Cicchirillo, 2014, p. 1,197; Papacharissi, 2004, p. 278). The topic of the discussion does not need to be particularly flammable but an emotive or polarizing topic that emphasizes some kind of conflict can easily create a cycle of othering in which one's own “normative” identity and opinions are defended by pushing down the supposed other (see, e.g., Coffey & Woolworth, 2004, p. 12).

An Intersectional Phenomenon


Dynamics of online interaction needs to be looked at with concepts that are not restricted by gender or ethnicity. As a framework, intersectionality helps to reveal how power works in diffuse through the creation of overlapping identity categories (see, e.g., Cho, Crenshaw, & McCall, 2013). Just as in real life, countless marginalized groups are affected by online discrimination and harmful power structures. A variety of different aspects of identity and social status influence how people are talked about and how people are encountered in social media. The diversity of online othering has been acknowledged in many studies of online racism and hate speech (Atton, 2006; Back, 2002; Baumgarten, 2017). It is therefore important that research of online discrimination and technology-facilitated violence can also be approached with concepts that take into account the intersectionality of online discrimination.

It is About Groups


Cyberbullying or online bullying is targeted and often focused on individuals or groups whose members are individually identifiable. This also applies to hate speech, which can also be directed at individuals. The definition of cyberbullying also emphasizes the repetition of harassment, which makes the activity very personal and deliberate (Hinduja & Patchin, 2010, p. 206). Cyberbullying and personally directed hate speech can meet the definition of OOD if the bullying is justified with group characteristics, such as ethnicity, gender, nationality, or socioeconomic background. As a general rule, OOD is about generalization and categorization instead of personal harassment.

Subtle and Cloaked


Othering, whether online or offline, is not always openly hostile or aggressive. Stereotypical views and comments of the other can range from innocent concerns and fears to genuine and open hostility (Pickering, 2001, p. 71). Teun A. Van Dijk (2000) describes a subtle form of discriminatory speech as “new” racism which is typically not overtly violent or hostile. Often described as “merely speech,” this kind of racism pervades everyday life from ordinary conversations to television shows and schoolbooks and is just as effective in marginalizing groups of people (Van Dijk, 2000, p. 34).

The sometimes subtle nature of racism is also acknowledged in the framework of critical race theory. Critical race theory recognizes that racism is deeply rooted in the fabric and system of societies (Delgado, Stefancic, & Harris, 2017). OOD draws on this view of deeply rooted discrimination since power relations established in society are also reflected in online interactions. Humor is also used to convey stereotyping and marginalizing ideas (see, e.g., Coupland, 2010, p. 254; Hughey & Daniels, 2013, pp. 334–335; Malmqvist, 2015, pp. 748–749.) At times, it is also common for different hostile groups to seek credibility by using more subtle language and referring to terms such as “community” and “identity” rather than hardcore racist terminology (Atton, 2006, p. 576).

A Discursive Counterbalance



Massanari (2017) describes discriminatory and hostile cultures that are distributed via social media, with the term “toxic technocultures” (p. 330). These cultures often rely on harassment, pushing against ideas of diversity and othering of marginalized groups (Massanari, 2017). OOD could be seen as part of the process of forming such hostile cultures and communities, but OOD is also part of group formation in online communities that may not meet Massanari's (2017) definition of “toxic technocultures.” OOD is not always a conscious act of harassment and can also be used as an act of resistance against such toxic cultures. Sometimes OOD is utilized to place typically normative communities and master narratives – cis people, straight men, or upper-middle-class people, for example – in a subordinate position. In these cases, OOD is used to subvert and reclaim the experience of otherness (see, e.g., McKenna & Chughtai, 2020; Mehra, Merkel, & Bishop, 2004; Staszak, 2008, p. 2).

Attributes of Othering Online Discourse: Orientation and Usage


Different attributes of OOD can be divided into two categories: orientation and usage. Orientation describes how OOD relates to the topic and the imagined audience of the discussion. Usage refers to the repercussions that othering can have or how it will appear to the reader (see Fig. 13.1). The two categories also work in relation to each other. The consequences of othering and how they appear to the reader are often determined by the topic of the discussion or the imagined audience.
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Fig. 13.1. Attributes of Othering Online Discourse (OOD) Can Be Divided Based on How the Discourses Relate to the Topic and Imagined Audience of the Discussion or How the Discourses Appear to the Reader.
Source: Figure created by the author.

In this case, the definition of the imagined audience is based on the topic of the forum. For example, in a forum dedicated to the topic of patriotism, patriotic anti-immigration commenters can be seen to belong to the imagined audience, but similarly proponents of multiculturalism represent the “outsiders.” In a forum for transgender people, transgender people naturally represent the imagined audience while cis-gendered represent outsiders. In a topic-oriented forum, such as Suomi24, the imagined audience is usually more clearly defined, while in social media platforms, such as Facebook and Twitter, the imagined audience is much more ambiguous (Cook & Teasley, 2011; Litt & Hargittai, 2016; Marwick & boyd, 2014). If the OOD theory were applied to data collected from Facebook or Twitter, the researcher should be aware that definitions of the imagined audience rely heavily on their own interpretation.

Orientation of Othering Online Discourse


There are four types of orientation of OOD in relation to the topic and the audience of the discussion: external and internal; and inward and outward (see Fig. 13.2). External and internal discourses describe whether the producer of othering discourses is possibly part of the imagined audience of the forum or whether they come from outside. Inward and outward discourses, in turn, refer to the target of the othering: Inward othering is targeted to the imagined audience, and outward othering, outside the audience. Defining the boundary between outsiders and insiders may be next to impossible just by analyzing the discussion data. However, identifying the difference between internal and external discourses helps to outline the different starting points from which OOD is produced and what kind of power relations OOD creates. Positive representation of the imagined audience is more often better received, and discourses that strengthen the social cohesion of the imagined audience are more likely to resonate within the participants of the forum.
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Fig. 13.2. The Orientations of Othering Online Discourse (OOD) Explore the Relationship between the Producer or the Target of OOD and the Imagined Audience of the Discussion.
Source: Figure created by the author.

Usage of Othering Online Discourse


In addition to the previously listed orientations of OOD, there are roughly six different usages of othering: disruptive and constructive; excluding and confronting; and active and passive (see Fig. 13.3). Constructive and disruptive othering refers to whether the commenter conforms to the norms maintained by the imagined audience or whether they discursively oppose those norms. Excluding and confronting othering describe whether the target of the othering discourses is explicitly excluded from the interaction or instead explicitly addressed by the producer of the discourse. By active or passive othering, I mean whether the comment is explicitly and openly offensive or whether the discourses are more discrete and subtle in nature.
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Fig. 13.3. Usages of Othering Online Discourse (OOD) Examine the Repercussions That Othering Can Have or How It Will Appear to the Reader.
Source: Figure created by the author.

Examples of Orientation and Usage



Internal othering discourses are produced by commenters that are part of the imagined audience. Below is an excerpt from a conversation collected from the patriotism subcategory in Suomi24 forum:
… Shit talk! Europeans are being fucked again. Somalis are the most homogeneous people in Africa, all belonging to the same ethnic group. Yes, they are divided into different clans. However, is it not better that they do what they have always done? By that I mean killing each other there in the Horn of Africa instead of coming here to murder and rape us. (Suomi24 forum, July 29, 2004)




Based on the comment, it is reasonable to assume that the author identifies themselves as a white patriot and thus belongs to the imagined audience of the forum. It is also typical that internal othering discourses in openly aggressive, racist discussion threads include few divergent opinions and the comments consist mainly of conforming to previous threads. This is not uncommon in anonymous online interaction as it is not easy to disagree with the comments made, even in faceless and low-threshold online conversations (Mikal, Rice, Kent, & Uchino, 2014). Internal othering discourses are typically produced for like-minded readers, and they are often constructive in nature. In other words, instead of dichotomy, the purpose of these internal othering discourses is to strengthen internal social cohesion and commonly shared norms of the forum. The constructive and positive effect of comments is therefore limited to within the group, as when taken out of context, the content of the comments can be vile and far from helpful.


External othering discourses come from outside the imagined audience. If the forum is meant, for example, for people inflicted by poverty, external othering discourses are produced by people who do not identify themselves poor, as in this example:
As far as I know, it takes two to make children. Don't have more children than you can afford to support! I myself have only one child and my salary is about 5200 euros a month. I pay almost two tons of tax on it, and this tax money is used to support social welfare parasites. (Suomi24 forum, March 27, 2010)




The comment above is taken from a discussion forum on poverty and a discussion thread about a single mother's financial distress. Once again, it is impossible to say how the author identifies themselves. However, according to the comment, the author clearly places themselves above people who live on social welfare, and thus othering discourses come from outside the imagined audience. I have previously pointed out that OOD is often a group formation promoting action in some forums that foster a culture of hate and bigotry. As shown in the example above, in addition to its constructive nature, OOD can also be deliberately disruptive – especially when the commenter comes from outside the imagined audience. The above commenter emphasizes their superiority, and in no way seeks to find common ground with other users. This kind of disruptive action may also take the form of trolling, whereby the commenter may seek to shock and entertain themselves by disrupting the flow of the conversation (Hardaker, 2010, p. 238; Phillips, 2015, pp. 3, 17 & 24–25). Disruptive OOD resists the norms that are upheld by the imagined audience. For example, if the forum's shared norms encourage inclusion and diversity, disruptive OOD opposes inclusion.

When the discourse is inward, othering is directed to the imagined audience of the forum:
Poor people cannot have any relationships at all. No woman wants a poor man. I'm always alone and depressed because I'm always alone. (Suomi24 forum, September 30, 2015)




While the commenter above acknowledges they are part of the discussion's imagined audience, they also direct their othering comment on that audience. The commenter positions themselves outside the cultural norm, where a financially high status is believed to help in finding a companion. In this example, sense of community is built through shared experience of otherness and opposing the cultural master-narrative (see, e.g., Vainikka, 2018). This kind of inward and internal OOD may foster a communal experience of otherness and can work as a form of peer support. When the othering discourses are inward and thus comments are explicitly targeted to the imagined audience of the forum, the comments are confronting.

In turn, outward discourse is directed to someone outside the imagined audience of the discussion. This may mean, for example, that in a forum for trans people, othering discourses are directed at cis-gendered people:
Cis men seem to be more phobic than women. Men are always on average more phobic/conservative in everything – our culture even requires it. After all, you are no man at all if you don't drink beer, watch hockey, and hate gays. (Suomi24 forum, May 18, 2010)




As can be seen from the example above, norms of whiteness, straightness, and maleness can also be turned upside down in groups meant for marginalized identities. In these cases, the master-narrative that favors cis men is set to a subordinate position. Instead of just peer support, this kind of outward OOD can create a sense of empowerment in a group that shares experiences of otherness. The way the commenter above addresses cis men can also be seen as excluding othering. Excluding othering means that the commenter explicitly expresses their desire to keep the “other” out of the conversation or the commenter expresses an assumption that the other is not involved in the discussion.


Maria Ruotsalainen (2018, p. 226) has mapped the use of the term hate speech in Finnish public discourse and has found that hate speech typically reduces the other to the role of mere object instead of seeing the other as a subject. This finding aligns with these examples of confronting and excluding OOD. Regardless of whether the discourses are confronting or excluding, the other often remains merely as a static object that is described through stereotypes and inferiority.

By passive othering, I mean that its producer does not necessarily deliberately seek to offend. A person who produces passive othering can use very subtle – but still harmful – stereotypes. The feelings and emotions described in passive othering may refer to feelings such as fear, frustration, suspicion, or anxiety. By active othering I am referring in particular to comments that explicitly refer to violence, hatred, or inferiority of the other – just like in this example:
When it comes to an accident, a plane crash or a shipwreck, or even a natural disaster, most people feel some compassion for the victims. But when it comes to a ship carrying refugees, I feel only joy in the accident. The more victims, the more joyful I feel. (Suomi24 forum, April 20, 2015)




While the commentator above describes the feelings of joy, the comment itself contains much more destructive emotions since the comment openly wishes for the death of refugees.

These attributes can work as a way to describe the othering qualities of dialogue and also as a way to decode the process of OOD in a discussion thread. They help to illuminate the social aspects of OOD and demonstrate how a single dialogue, thread, or comment can work in many ways and still contain characteristics that contribute to social injustice, discrimination, bigotry, and even violence

Conclusion


In summary, OOD is a phenomenon that is social, intersectional, and discursively diverse. OOD often exploits the public nature of online spaces to create a sense of community based on marginalization and harmful stereotypes. There is an inherent duality in the sociality of OOD. In some cases, by producing othering discourse, commenters invite like-minded people to ostracize the “other” and create social cohesion based on discrimination. In other cases, OOD takes a much more disruptive form, where othering discourses are used to disagree and possibly troll the imagined audience of the conversation. OOD can also be seen as a form of internet gatekeeping that, at its worst, dehumanizes groups that don't fit to a narrowly defined norm of whiteness and maleness. Sometimes this discursive gatekeeping takes a form of empowerment and rebellion. In those cases, the narratives against inclusion and diversity are set to an inferior position and seen as the other. At the heart of the OOD theory is the idea that while public online discussions are a powerful medium to convey identity speech and they can help to construct sameness and group identities, they can also produce inequality, hostility, marginalization, and the experience of otherness.

In this chapter, I demonstrated that by combining elements from concepts dealing with inequality and discursive exclusivity, it is possible to develop a theory that is flexible enough to examine different kinds of online othering discourses. With the examples of othering discourses, I demonstrated the attributes of OOD and showed how discursive exclusivity is created from different starting points, by different discursive means, and for different purposes. In addition to the theoretical core of OOD, the concept also has a practical side. OOD theory and especially its attributes can be utilized as an analysis model to decode and contextualize online discussion data. The attributes of OOD help to understand the relationships between the producer of othering, the target of othering, the possible purpose of the othering, and the online space that hosts the discourses. Considering these different contexts is important when identifying and, above all, preventing technology-facilitated hatred and violence.
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